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The article presents an analysis of approaches to the development of enterprise information

systems that are in use today. One of the major trends that predetermines the agenda of informa-

tion technology is the focus on parallel computing of large volumes of data using supercomputing

technologies. The article considers the resulting ubiquitous move to distributed patterns of building

enterprise information systems and avoiding monolithic architectures. The emphasis is placed on

the importance of such fundamental characteristics of enterprise information systems as reliabil-

ity, scalability, and maintainability. The article justifies the importance of machine learning in the

context of effective big data analysis and competitive gain for business, vital for both maintaining

a leading position in the market and surviving in conditions of global instability and digitalization

of economy. Transition from storing the current state of a enterprise information system to storing

a full log and history of all changes in the event stream is proposed as an instrument of achieving

linearization of the data stream for subsequent parallel computing. There is a new view that is

being shaped of specialists at the intersection of engineering and analytical disciplines, who would

be able to effectively develop scalable systems and algorithms for data processing and integration

of its results into company business processes.
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Introduction

Today, enterprise information systems experience what can be called a rebirth. Only yes-

terday monolithic applications were considered the basis of software development, while today

unscalable development patterns from the “past” are falling into oblivion and giving way to

microservice architectures, which in turn support the further efficient digitalization of the econ-

omy.

However, scalability, fault tolerance and possibility to carry out parallel computing across

a cluster of computers come at a price of a significant increase in the systems complexity.

Deployment, trouble shooting and support of such complex systems are the tasks far from trivial,

requiring specialists of higher technical level compared to the development of applications that

do not require fault tolerance, process small volumes of data and run on a single machine,

namely, on the end user’s computer.

For many, microservice patterns for building information systems today is primarily a matter

of fashion. However, the need to move to flexible, loosely coupled and scalable systems did not

come out of nowhere. The volume and speed of data generation in recent years, as well as the

predicted growth of this trend cast doubt on the relevance of the entire data processing on one

device. Nowadays, it is impossible to count on the successful processing of the so-called big data

without a cluster of computing nodes, parallel algorithms, or involving supercomputer processing

power. An important driver for the spread of parallel computing in enterprise applications, in

addition to accumulating huge volumes of raw data, is the popularization of data science and

machine learning. Business is much more aware of the potential of this field than it was 10 years

ago. It allows one to see achievable goals for data analysis, invest money in computing resources

and specialists of a new school – data engineers.
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When developing enterprise applications based on parallel computing, it is more important

than ever to pay special attention to such fundamental characteristics as reliability, scalability,

and maintainability. There is a growth in complexity with moving to scalable development

patterns, which means that one needs to be more scrupulous about the quality of the code,

testing, fault tolerance, breaking tasks into subtasks, and linearizing command streams.

Besides developing approaches to parallel enterprise computing, databases also gained much

impetus. There is also a move to scalable data warehouses and shift away from distributed

transactions for the sake of achieving scalability of computing. Thus, distribution and scalability

are fundamental characteristics of modern technologies of enterprise software development.

In machine learning, like in other spheres, there is a move from data processing on a sci-

entist’s personal computer to calculations and receiving results from several computing nodes.

This is again explained by the volume of data that needs to be processed, as well as by the

extent to which a granular computational problem can be broken down into unrelated subtasks.

For a more comprehensive description of the current situation and emerging trends in the

development of modern enterprise information systems based on parallel computing, let us con-

sider big data in more detail, as the main reason of a quantum leap in the field of distributed

computing and related disciplines.

1. Big Data

1.1. General Characteristics

The concept of big data has in a sense become too common lately, and its meaning is now

quite indistinct.

Here is one of the existing definitions of big data, which is quite generalized, like the term

that it describes.

Big data is a scientific and practical field associated with the development and application

of methods and tools for operating large volumes of unstructured data [4].

Such an understanding of big data as a phenomenon caused by the development of modern

information technologies raises a number of global issues. The first issue is defining the criteria for

categorizing data as big. The second issue is the assignment of only unstructured data (schema-

less data) to the category in question at this stage of technology, when NoSQL and relational

databases, as well as approaches to the storage and indexing, are gradually overlapping [30]. We

list the well-known characteristics of big data [7]:

• Volume – How much data is there?

• Variety – How diverse are different types of data?

• Velocity – At what speed is new data generated?

• Veracity – How accurate is the data?

There are several additional characteristics, such as viability, value, variability, and visualiza-

tion [22].

Here is the list of typical sources of big data [35]:

• Internet of things.

• Social networks.

• Telecommunication satellites.

• Internet stores.

• Internet encyclopedias.

Supercomputing Technologies as Drive for Development of Enterprise Information...

56 Supercomputing Frontiers and Innovations



• Various debug logs.

Surely, in addition to the listed above, there are many other sources of big data, and their

number will continue to grow.

We list the main types of generated big data [7]:

• Structured – data possessing a specific schema and a fixed set of attributes.

• Unstructured – data without a permanent structure, for example various text documents.

• Natural language – a special kind of unstructured data that includes all texts in all lan-

guages of the world.

• Machine-generated – created by a computer, application, or other machine without human

intervention.

• Graph-based – the natural representation of which is a graph modeling pairwise relations

between objects.

• Streaming – data create in response to the occurrence of an event.

• Audio, video, and images.

Having identified the sources of the big data generators and the types of information they

contain, let us consider the data science working process. Here is a description of the process

systematizing the work of the analyst [7]:

• Setting the research goal – what you are going to research, how the company benefits from

that, what data and resources you need.

• Retrieving data – checking the existence of, quality, and access to the data.

• Data preparation – enhancing the quality and consistency of the data, its normalization

and removal of invalid entries.

• Data exploration – analyzing how variables interact with each other, a deeper understand-

ing of the nature of phenomena under study.

• Data modeling – an iterative process of building a model to answer the research question

using the insights about the data you found in the previous steps.

• Presentation and automation – using a suitable way to present the work results, automating

the execution of the process to update results in case of new source data.

The presented typical process helps to systematically address problems with data that can fit

in the memory of a single computer, and answer questions posed to a much larger amount of

data, the processing of which may require a whole group of servers (cluster). Scientists and

programmers spend considerable amount of time solving the problems of distributed processing

of large data sets and teaching models on them.

Bearing in mind the volume of data generated in the world, the importance of solving the

problem of efficient distributed data processing cannot be underestimated. And this volume

is truly impressive. Google handles 5.5 billion searches per day [23], the number of Internet-

connected devices according to various estimates could reach 22–50 billion by 2020 [35] and

75 billion by 2025 [39], Instagram users create 95 million posts per day [8].

Yet, data volume alone cannot give a business a competitive advantage. Only correctly

putting questions to this data, as well as quickly making the most of the answers and restruc-

turing your business, one can justify the overhead costs and the ever-increasing complexity of

information systems that big data brings. In order to effectively work with data, analysts and

stakeholders need tools, and it is vital that they fit for solving existing problems.
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1.2. Big Data Tools

Numerous libraries that hide the complexity of the models behind their software interface

is one of the factors making the methods of working with big data more accessible to a wide

range of specialists.

On the one hand, this has a positive influence on the speed of the introduction and dissemi-

nation of new approaches to business and their integration into a greater number of key business

processes. On the other hand, the specialists who only yesterday developed document manage-

ment systems, by way of example, have a gap between the theory and practice of using machine

learning models. This may adversely affect the final result of their work when standard models

that work “out of the box” are not enough, and they have to be adjusted or even cascaded with

other models.

Therefore, to develop corporate IT infrastructure in the direction of data mining and au-

tomation of management decision-making support, the involved specialists need to study the

root technologies and the mathematical apparatus that underlie any library of machine learning

models. It will not be possible to solve problems on big data without mastering the patterns of

parallel data processing, distributed storage, and scalable multi-threaded algorithms. MapRe-

duce, proposed by Google and already considered a classic pattern, can be a good starting point,

although it is not so common in Google anymore [37].

The above mentioned “fundamentals” should become the focus of attention when training

new personnel in the future, because only this way makes possible the necessary breakthrough

growth of automation and informatization of Russian companies at the level of Western com-

petitors and higher.

Today, business is pushing technology development towards big data methods and systems.

There are various driving forces for such development [26]:

• Businesses need to be agile and respond to new market insights by quick and cheap hy-

potheses testing and short development cycles and TTM (Time to Market).

• Companies need to be able to modify their own software and systems, which fully fits into

the concept of open source software, which has become very successful.

• CPU clocks are barely increasing, but multi-core processors are standard, and networks

are getting faster. This means parallelism is only going to increase.

• Companies often benefit from outsourcing server capacities. Amazon Web Services and

Microsoft Azure offer highly demanded cloud infrastructures, such as IaaS (Infrastructure

as a Service).

Creating software systems is challenging. And the transition to a parallel pattern of working

with data requires special skills and attention to the software being developed. From this point

of view the following systems characteristics are especially important:

• Reliability.

• Scalability.

• Maintainability.

Let us dwell on each of these aspects in more detail, give their definitions and justify their

importance for the success of corporate information systems in general.
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2. Characteristics of Enterprise Systems

2.1. Reliability

The concept of reliability aggregates in itself such characteristics as the ability to recover

from failures, resistance to hacker attacks and the consistent level of performance with user

errors, software and hardware faults.

Thus, the system is reliable if it works correctly. There is no sense in creating an application

that will survive the destruction of all servers on which it is deployed. However, one must strive

to handle known types of failures in the early stages of system development. It is much more

difficult to comprehend and rewrite a large system than display a bit of healthy paranoia at the

start of work.

In terms of hardware faults, reliability is closely related to scalability, which is discussed

further. Scaling data storage, in addition to increasing bandwidth, also protects against data loss

due to hard drive faults. Apart from data duplication between data processing centers (DPCs),

RAID is also used on a server scale. The problem of hard disk failure seems not so important

given the probability of a 1% failure during the first 3 years of operation [41]. But on a storage

cluster with 10,000 disks, we should expect on average one disk to die per day.

Not all hardware faults are related to the problem of data storage failure, but loss of infor-

mation can have huge costs in terms of lost revenue and damage to reputation [13].

One can find software errors just looking at the application code, but the devil is in the

details. Such factors as the size of the application code, qualification and perseverance of those

who check it, integration with third-party services and the problem of race conditions [42] reduce

to zero the theoretical possibility to detect all errors before running the code. Often, software

errors lie dormant for a long time until they are triggered by an unusual set of circumstances.

Thus, to ensure the reliability of the system being developed, at a minimum, it is necessary

to test the logic of the application and the source code itself, as well as back up data and store

the complete log of its changes. Both of these requirements should be fulfilled starting from an

early development time frame, and embedded in the overall process on an ongoing basis.

2.2. Scalability

There are two types of scalability of information systems: vertical and horizontal or shared

nothing [32].

With vertical scalability, a possible increase in throughput and performance is achieved by

increasing the capacity of an individual server, for example, by increasing RAM size or replacing

the processor with a more powerful one. Horizontal scalability implies that adding a new server

increases the load that the system can handle. The term shared nothing well reflects that the

servers do not share common resources, such as CPU time, RAM, or hard drives, that is, they

are independent.

On the one hand, improving the performance of a single server, instead of using multiple

relatively low-power stations, has long been considered outdated, because the frequency of a

single processor core no longer increases to a great extent as it did before [47].

On the other hand, there appeared new processors for desktop computers that have 16–

18 cores and 32–36 threads of execution with an average frequency of one core equal to 3 GHz,

which greatly exceeds the “classic” quad-core processors with a frequency of 3.2–3.6 GHz. Thus,

even classical vertical scaling follows the path of horizontal scaling of the processor, increasing
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the number of cores rather than the frequency of their work, limited with the current architec-

ture [19].

Anyway, it is a technical debt to consider the option of vertical scaling right from the start,

in the current realities of increasing requirements for fault tolerance, throughput, the ability to

perform rolling upgrades. There is no doubt about it. Even Martin Fowler in 2002 in his book

discussed the architecture of horizontally scalable systems as the most preferable [17].

Thus, it is safe to call developing monolithic applications, which initially do not imply the

scaling possibility, an anti-pattern. Service architecture with independent deployment of blocks

and their horizontal scalability, is becoming a common approach in the development of complex

information systems. It should be noted that there is no need to build a service architecture for

simple applications, where such “flexibility” will bring more problems than benefits.

2.3. Maintainability

In addition to reliability and scalability, how flexible the system architecture is, how easily it

adapts to changing functional and technical requirements on the part of the business, determines

whether a business can be quickly rebuilt and remain competitive where the life cycle of projects

is measured in years and even decades.

When a project goes into the stage of support for 3, 5, 10 years and new functionality

is added rarely, developers supporting such legacy or brownfield [2] project have a desire to

rewrite it again. In some cases, it is justified. When a project uses a decade-old technology

stack, it becomes harder to find people who can and would like to work with it. It happens

that a project that has been living for a long time needs a new functionality or a change of the

old-fashioned interface, which entails rewriting the scenarios of the application server part.

Rewriting everything from scratch is not always necessary. When it comes to projects with

a monolithic architecture [24], small improvements using new technologies are complicated due

to the fragility of the design and code, and the lack of modularity of the system parts. The

complexly expandable system can be based on a relational database without replication, where

the application logic relies on the ACID guarantees (Atomicity, Consistency, Isolation, Durabil-

ity) [20]. Also the minimum number of simultaneous user sessions is ideal for functioning of such

a system.

In this situation, you can try to carefully divide the monolith into separate services with

a limited area of responsibility and the possibility of their independent deployment. It makes

no sense to break all application use scenarios into services, but gradually, as the parts of the

application are affected by new functionality, it needs to be done.

The modular system of services or micro-service architecture [33] has several advantages,

such as independent deployment, loose coupling, using appropriate tools, programming lan-

guages, interaction methods and databases for the solution of different tasks [36].

However, the application should not be split into micro-services just for the sake of the

Single Responsibility Principle or because the approach requires it. Excessive granularity leads

to new problems in support not inherent in monolithic architecture. It becomes difficult to track

connection between services, user query execution flows, interaction invariants between versions

of deployed services, as well as backward compatibility of contracts.

DDD (Domain Driven Design) approach to software development and dividing the applica-

tion into multiple bounded contexts makes possible a transition to a single database for a single

service [43].
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Various factors that influence the maintainability of an application are: the technology

used, the culture of writing code, coverage by tests, and architectural decisions taken in the

early stages of the project life cycle. There is no easy fix for making the system reliable, scalable

and maintainable. But it is absolutely necessary to control the complexity of the project and its

technical debt, to adequately assess future extension points, to conduct continuous testing, to

have chances not to rewrite the code every two years.

3. Data Storage

3.1. NoSQL and SQL

Having chosen programming languages, platforms, and the overall technology stack of a

project, one faces the question of choosing an appropriate data storage system. Eventually,

there is a choice between relational and NoSQL databases.

The concept of a relational data model was first described in the article by Edgar Codd in

1969 [9]. Thus, research and development in the field of relational databases has been going on for

50 years. It is based on a well-developed theoretical apparatus and language for building queries

to SQL data (Structured Query Language), which was first standardized at ANSI (American

National Standards Institute) and ISO (International Organization for Standardization) in 1986

and 1987, respectively [6].

The term NoSQL in its current interpretation was formed in 2009 [38]. This direction of

databases is focused on scalability, fault tolerance, ability to perform a large number of write

operations, and the concept of Eventual Consistency (EC) [44] is crucial for them. EC implies

that the system data, without being updated over time, will be consistent in all replicas, and

data access services will return the same last recorded value from any replica. This guarantee is

much weaker compared to ACID, but such behavior allows to achieve fast recording, scalability

and fault tolerance.

One of the significant differences between relational and document-oriented databases is

considered to be the presence of a strict data schema in the first case and the lack of such in

the second [18]. However, this is not entirely true. Relational databases do have a mandatory

schema, the so-called schema-on-write, while document-oriented databases allow you to store

data in any form, including unstructured data. Though it does not imply that it is possible to

work productively with such data. Anyway, there is a schema, but in the form of schema-on-

read, when the client code expects to receive data in a specific format. Thus, schema-on-read is

a softer limitation than schema-on-write [26]. This freedom on the one hand makes it possible to

support multiple versions of data schemas, to perform hot-swapping of deployed services, while

the other carries the risk of data inconsistency. A more detailed comparison of the database

types in question is presented in the article [18].

However, in many areas considered in the article, and in the field of data storage and

processing in particular, there are tendencies to take the best from several worlds, creating

hybrid solutions. For example, the Polyglot Persistence approach [16] allows not to make a choice

in favor of either a relational database or document-oriented storage, but gives an opportunity

to select a variety of data storage options within a single project on grounds of expedience. This

approach removes the strict framework and allows you to achieve flexibility by using tools that

are best suited for the needs and tasks of the application parts. Alongside Polyglot Persistence,

NoSQL techniques are now being introduced into classical relational databases, such as MS
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SQL Server and PostgreSQL [46]. In particular, there are new data types that can be stored in

columns, for example, JSON documents (JavaScript Object Notation) [45]. But there is a reverse

trend, i.e., the creation of SQL-like data access languages in NoSQL solutions, for example, for

MongoDB [5].

3.2. OLTP and OLAP

In order make a conscious choice between the types of data storage, you need to know the

scenarios for its use. The number of write operations per second, the main types of read requests,

the types of connections between entities, the cost of data loss, the criteria of fault tolerance – all

of this crucially affects the choice between databases and the way data is organized, in particular

the choice between OLTP and OLAP.

OLTP (Online Transaction Processing) is a way of organizing databases, in which the system

works with small-sized transactions, but with a large stream, and at the same time the client

expects a minimum response time from the system [11].

OLAP (Online Analytical Processing) is a data processing technology that consists in prepar-

ing summarized (aggregated) information based on large datasets, structured according to a

multidimensional principle [10].

Based on these basic definitions, OLTP databases are used for prompt processing of user

requests, while OLAP solutions are used for analyzing the system’s snapshot at any point in

time, such as OLAP cube [34], Data Warehouse [40], or Data Lake [25]. The use of OLTP

solutions is typical of business transaction scenarios [17], where user input initiates writing to

the database and executing read requests.

The need to create analytical reports scanning a large volume of data, possibly entire tables,

led to the emergence of OLAP solutions that support a different interaction pattern than the

OLTP solutions.

The comparison of access patterns for these two classes of solutions is given in Tab. 1 [26].

Initially, the same databases were used for both transaction scenarios and creation of analytics.

Table 1. Comparing Characteristics of Transaction Processing versus Analytical Systems

Property Transaction processing systems

(OLTP)

Analytic systems (OLAP)

Main read

pattern

Small number of records per query,

fetched by the key

Aggregate over the large number of

records

Main write

pattern

Random-access, low-latency writes

from user input

Bulk import or event stream

Primarily

used by

End-user/customer, via web appli-

cation

Internal analyst, for decision sup-

port

What data

represents

Latest state of data (current point

in time)

History of events that happened

over time

Dataset size Gigabytes to terabytes Terabytes to petabytes

In this regard, SQL proved a powerful and flexible tool. However, over time, analystics was

removed into separate Data Warehouses [12]. Data Warehouse receives the data gathered from

all available sources in the company, which is aggregated, cleaned, transformed into a convenient
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format for creating analytics and loaded into the repository without editing options, i.e., for

read-only. The described data loading process is called Extract-Transform-Load (ETL), that is,

divided into stages: data extraction, transformation and loading [26].

While OLTP contains mostly normalized data without duplicating of information, OLAP

solutions achieve their goals by denormalizing data. Thus, the number of table join operations

is reduced.

The above systems are designed to solve different problems. Combining creation of analytics

and reports with execution of users’ business transactions may be easy at the start of the

project, but give less flexibility in the long run and greatly affect the performance of both usage

scenarios with increasing data. However, there are systems on the market that combine both

solutions, for example, Microsoft SQL Server and SAP Hana, giving access through a common

SQL interface [15, 29].

It may seem that the degradation of system performance with an increase in the amount

of data when using one solution instead of two is acceptable within reasonable limits. However,

Amazon’s research suggests that increasing server response time by only 100 ms reduces revenue

by 1% [31], other studies indicate that a 1 second slowdown reduces customer satisfaction by

16% [3, 14].

You need to cater to the needs of people who work with your systems every day throughout

their working hours, increasing efficiency, reducing the time of response and report generation,

not blocking the system operation with modal windows, and so on and so forth.

Storing the stream of events that occurred in the system is a fundamentally different storing

data option, compared with storing only the system’s current state. This option requires a

different attitude and design, but the result makes it possible to receive the system status at

any time, add analytics to make it as complex and deep as can be.

3.3. Event Stream Storage

Machine learning in general and its models in particular require source data, and the more

extensive and high-quality it is, the more effective the work gets. This explains the importance

of the source material, the lack of which may be the problem with the customary approach of

storing only the last state of existing business entities.

The transition from storing only the current state without the history of changes, which

would allow to restore data as of any moment of the systems existence, to storing the stream

of events affecting the data, as the primary source of application data, seems to be a very

logical step in the development of technology and world view of the community of programmers,

architects and business in the broad sense of the word. Keeping a complete history of changes

gives data tools “food for thought”.

However, it is necessary to perform not only the transition to systems with events stream

storing, but also the transition from a single relational data repository, or a synchronous repli-

cation repository – to which the community has become accustomed and even addicted – to

a distributed repository with replication and partitioning, or sharding. The transition to asyn-

chronous propagation of changes and abandoning distributed transactions is also a must as a

guarantee of the integrity of operations, though it comes at a price in terms of overall system

performance and its throughput for reading and writing.

Such shift in the mass paradigm in application development seems just as necessary and

inevitable as the transition from single-core and single-thread systems and the absence of Race
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Conditions [42] to a multi-thread model that imposes certain restrictions, requires greater care

and accuracy, as well as the use of tools for the synchronization of threads and execution pro-

cesses.

It is worth noting that despite the fact that multi-core systems and software models for

working with them have been around for a long time by the IT standards, developers are still

rather slow at mastering them. This may partially be due to the inertia of the process of higher

education, which does not yet cover this aspect by default, as basic computer literacy, and

partially due to the fact that many companies need a quick solution, designed for only a few

users with certain risk of data loss and a high time of response that is considered non-critical

for internal corporate users, and such approach prevails over more costly current approaches.

Therefore, employees find it hard and unnecessary to learn new things, since there is no demand

for such skills in the company.

Of course, the idea of storing the history of data change and obtaining its inherited repre-

sentation cannot be called a new one. A similar approach is found in relational databases which

store the transaction log and WAL (write ahead log) for indexes. They allow to restore the state

of a database after failures and deadlocks, as well as conduct an audit, but are limited in size

and are often cleared after a certain period of time, that is, not stored forever.

However, storing the entire stream of changes and events, in particular Event Sourcing, does

not involve the removal of old events to save disk space. In contrast, the events that occur are

considered immutable, and this has several advantages. Among such advantages we can single

out the possibility of the in-depth analysis of the history of system events, creation of analytics

of any complexity having a complete history, not just the latest actual state of the system,

caching events, etc.

The transition to the accumulation of huge datasets has set the task of their smart analysis,

identifying patterns and predicting the behavior of systems that are directly affected by feedback

from end users. The practical application of the revived direction of machine learning has become

the solution to these issues, without which it seems impossible to continue effective business

operations.

4. Machine Learning

4.1. Relevance

The application of machine learning has literally captured the minds of IT. Predicting

product demand, personalized targeted advertising, fraud detection – these are just a few of

the applications that everyone has heard of. To get the idea of the great demand for special-

ists in this field, it is enough to analyze data from hh.ru website. The current labor market

demonstrates a high demand for skills and technologies directly related to big data, analysis

and machine learning [21]. Python, Big Data, Machine Learning, Hadoop, Spark, Data Mining,

Deep Learning, Scala are at the top of the list.

The hype around this new and exciting – by IT standards – field, attracts more and more

young professionals. But besides yesterday’s students, developers with experience are also ea-

ger to try their hands at the field of intelligent systems. Interest in another “breakthrough”

framework for building server or client-side of applications fades as time goes by, some new

technologies appear, and there is no bottom to this turmoil. However, when it comes to big data

and machine learning, this new, previously unavailable business tool gives a bonus unattainable
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before – new knowledge. Therefore, the relevance of this direction will continue to increase with

the development of models and methods.

The analysis of historical data allows us to understand where the business is losing money,

to identify hidden trends and relationships, to avoid unprofitable decisions using existing expe-

rience.

Stream processing of new data allows you to make tactically more balanced decisions, in-

crease profits in the short term, identify and prevent malicious activity, thereby reducing losses.

Any new field requires workers of a new type, and now this is the case with Data Science (DS)

specialists. The thing is, data science specialists are not software engineers [1]. The key skills

of engineers are programming and creating software systems, whereas the core competencies

of a DS specialist are mathematical statistics, mathematics in general, machine learning and

analysis. Most of all, these two profiles overlap in the area of big data.

Attempts to impose responsibilities of engineers on DS specialists lead to a loss of efficiency.

The speed of solving problems associated with data analysis can reduce by 70–80% [1]. Therefore,

companies need to divide these areas, distribute responsibilities and competencies of employees.

But there must be a point of contact, and thus a machine learning engineer becomes such

point. Usually software engineers with a set towards mathematics and 3–6 years of experience in

software development and data flow design become specialists of this kind. They feel cramped

in the framework of their routine tasks and see an opportunity to do what they have always

wanted, but found difficult to start.

The toolkit of today allows a gradual transition from software engineering to data science,

step by step, deepening the knowledge of underlying theory. Such training can take years, but

it is possible that in 5–10 years we will see a legion of this kind of programmers.

In many ways, the explosive growth of the popularity of various machine learning models

and distributed systems that handle large volumes of often unstructured data is caused by

the advances in computer technology performance, increasing the number of processor cores,

reducing the cost of data storage, including SSD technology, and most importantly the ever-

growing use of cloud services as basics of available distributed computing.

4.2. Applicability

The problem of many companies is that there is not enough understanding of where and

how to appropriately apply methods and models of machine learning to the available data on

business processes. It is also a non-trivial task to find the sources of information from which to

write the history of changes in the long-term storage for its further analysis, to identify trends,

to ask the right questions, the answers to which will help reduce costs and increase the efficiency

of the company as a whole.

Existing machine learning models, such as regression, classification, clustering, and neural

networks, have proven themselves effective, but, as in many areas of science and technology,

hybrid models are of considerable interest, those that are created at the intersection, absorbing

all the best from several families of models and bringing something new, increasing the accuracy

and speed of forecasting.

In Western and European countries, in particular in the Netherlands, there have long existed

degree courses in data science. In Russia, however, the practical aspect of applying university

knowledge in mathematical statistics, theory of probability, econometrics, and mathematical

analysis is not yet so well emphasized. Such a gap between training and rapidly changing needs

of the labor market adversely affects the pace of automation of business processes. In addition,
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not all IT specialists at this stage feel an urgent need for retraining, mastering skills related to

machine learning, big data, distributed computing, algorithms used in cryptocurrencies.

Such rigidity from the part of developers is largely determined by the inertia of processes

and repeated tasks, which programmers in IT departments of large companies have faced for

the most part over the past 10 years. Growing companies, by contrast, can afford to adapt more

quickly and try to introduce new models. It is worth pointing out that yesterday’s students learn

more quickly, pursue career path faster and sometimes, as early as at the age of 21, work in the

position of Senior Developer.

Large corporations, which have established complex and highly inert business processes and

are not largely involved into information technology and consulting in the field of data analysis,

can experience considerable difficulties in the transition to new business models. Despite this,

such complete rethink of information expertise seems vital.

Timely upgrade will allow to remain competitive in the market, actualize the technologies

and knowledge which among other things can be used to reduce costs associated with support

of outdated approaches and tools.

Conclusion

Whatever direction the enterprise information systems development may evolve in, – be

it a variety of data storage solutions, evolution of processors, introduction of new software

architecture – the major ubiquitous tendency is moving away from the vertical scalability to

the horizontal one. With the growth of data volume and the complexity of its analysis, it is

the scalability of computing and data warehousing that is becoming the cornerstone of further

software development evolving. Supercomputing systems are becoming the foundation of the

future digital economy of Russia and the whole world. There is a clear need for decentralized

development and extensive use of supercomputers at universities and enterprises. A supercom-

puting complex at SUSU in Chelyabinsk is an example of such successful implementation and

application [27, 28].

Despite the abundance of terms and cliched phrases, such as big data, machine learning,

the Internet of things, asynchronous behavior, parallelism, distribution, they are united by com-

mon basic concepts, ideas, and problems, already known in the twentieth century. For example,

abstractions like Acknowledgment or Race Condition Automaton have existed in circuit engi-

neering for a long time, but modern IT continues to rediscover them again and again with the

advent of new fashionable development technologies and paradigms.

From this perspective, modern “breakthrough” and “hype” trends seem to be somewhat a

rethinking of the existing bundle of knowledge, showcasing it in a new sparkling edition. Hence,

there is no “silver bullet”, which would solve all problems in a certain area at the snap of your

fingers. Indeed, the development of such a universal tool may require a significant rethinking of

approaches to building information systems.

The inertia of introducing new approaches to development is explained by the complexity of

the mental shift towards the event stream as the main option for storing data, though it is also

well-grounded on the past. For instance, take an account book, where entries are made, but not

corrected after being made, and errors in previous entries are only compensated by new lines.

Due to ideological, methodological and technical difficulties, enterprise systems in the vast

majority of companies are built using approaches that have been approbated over the past

decade.
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We can say that there is a number of common tasks, such as document management, authen-

tication, authorization, CRUD operations for various business entities (Create, Read, Update,

Delete), building reports and analytics, etc. Their solutions have also been largely established,

though there are various options both from the point of view of the technological stack and the

quality of the implementation.

Despite the evolution of hardware and IT infrastructure, the mathematical interpretation

of the domain processes has not changed so much compared to the changes in technosphere.

For example, today much is said about sensor networks and what can be achieved with

their help to describe various objects of control. But at the same time, it does not matter how

many sensors there are on an object that we want to control more efficiently, these sensors only

record the dynamics of a control object’s state, and nothing more. The controlling mechanisms

themselves have not experienced any breakthrough. In essence, this process of reflecting the

characteristics of a control object in time is nothing more than a digital shadow. And globally,

decision-makers are still responsible for making decisions based on experience and intuition,

rather than on adequate models that would allow to justify these decisions.

Modern academic research is out of touch with the practice of industry. Theoretical studies

are important, but, unfortunately, are very far from practical needs.

The field of data science, entering upon the stage of IT specialists training, will very likely

change, or rather, is already changing, the vector of information systems development, training

specialists for their building and maintenance, and what is most important, the tasks, solving

which business becomes more competitive.

It can be unequivocally asserted that big data, data science, and evolution of scalability

and fault tolerance of information systems have predetermined the development of information

technologies in the long term. Companies which do not take advantage of the full range of the

offered opportunities can stay afloat, but only those that invest resources and adapt to rapidly

changing realities will ensure maximum benefit and gain the upper hand.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.
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