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The chances to reach Exascale or Ultrascale Computing are strongly connected with the prob-

lem of the energy consumption for processing applications. For physical and economical reasons,

the energy consumption has to be reduced significantly to make Ultrascale Computing possi-

ble. The research efforts towards energy-saving mechanisms of the hardware have already made

energy-aware hardware systems available. However, to achieve a strong energy reduction, hardware

mechanisms must be complemented with new energy-efficient software that can exploit them so

that the foreseen energy savings actually result. In the software area, there also exist a multitude

of research approaches towards energy saving, often concentrating either on the system software

level or the application organization level, reflecting the expertise of the corresponding research

group. The challenge of reducing the energy consumption dramatically to make Ultrascale Com-

puting possible is so ambitious that a concerted action combining research efforts through all the

software levels seems reasonable. In this article, we discuss the current research efforts and results

related to energy efficiency in the diverse areas of software. We conclude with open problems and

questions concerning energy-related techniques with an emphasis on the application or algorithmic

side.
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Introduction

The performance of high-end HPC systems has been increased roughly by a factor of 1000

in each of the last two decades. With the world’s most powerful systems already well past

the Petaflop/s level in 2014, a projection of this trend leads to the prediction that by 2022,

Exascale computing will be possible. However, progress towards this goal is threatened by energy

issues because, based on the current technology, systems with Exascale performance would use

excessive amounts of energy (e.g. Tianhe-2, a 33 PFlops system, needs about 18 MW). Moreover,

due to physical constraints, the performance of processing elements can no longer be assumed

to follow Moore’s Law. Accordingly, because of physical constraints and environmental issues,

power and energy consumption are considered to be one of the largest challenges for Exascale

systems. The US DOE Exascale Initiative has set a target of 20 MW for the power consumption

of an Exascale system. To achieve 1 ExaFLOP using 20 MW, the average energy cost per flop

must be limited to 20 picojoules (20 pJs/FLOP), including all costs for memory accesses and

communication [108]. However, the supercomputers on the current Top500 list need between

300 and 8000 pJs/flop6.

Consequently, reducing the energy consumption for computing has become an increasingly

important research topic in recent years, with the research community following two main re-

search directions: The first direction is concerned with power-aware and thermal-aware hardware

design, including low-power techniques on all levels, i.e. the circuit and logic level, the processor,

the memory and the interconnects. The second research direction is based on the development
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of power-aware software for the entire software stack, including operating systems, compilers,

applications and algorithms. This second direction is the topic of this survey article, in which

we summarize important contributions towards energy reduction that can be provided by the

system software or the programming model and discuss how these contributions can be used

for the construction of energy-efficient algorithms and applications. An important step towards

a systematic development of energy-efficient algorithms is the energy-oriented investigation of

benchmark programs. As an example, the energy characteristics of benchmark programs such as

SPEC CPU and PARSEC are investigated and algorithmic techniques for energy saving are con-

sidered. The emphasis of our investigation is on large-scale complex computing systems, which

will be referred to as Ultrascale or Exascale systems in the following.

The rest of the article is structured as follows: Section 1 gives a brief overview of the hard-

ware mechanisms that can be used to reduce energy consumption. Section 2 deals with system

support for energy efficiency and presents some energy metrics as well as novel energy measure-

ment and power management techniques. Section 3 studies how the programming model and the

software development process can support the construction of energy-efficient algorithms and

applications. Section 4 considers the energy consumption of algorithms and discusses algorithmic

techniques to enhance energy awareness at the programming level. The final section concludes

the article with a discussion of important research directions that are crucial for reaching energy

efficiency in algorithms.

1. Hardware mechanisms for energy saving

Nowadays, computers include different power management techniques which support the

reduction of energy consumption. Examples are dynamic voltage frequency scaling (DVFS),

clock gating, and power gating. Moreover, the usage of special instructions and specialized

coprocessors can also help to reduce energy consumption.

DVFS [4] can reduce the clock frequency and voltage level of different components of the

compute node (processors, DRAM memories, etc.) at the expense of some performance degra-

dation. Currently, DVFS is broadly supported by low-power and high performance processors

provided by different manufacturers under different names (e.g. SpeedStep in Intel processors

and PowerNow or Cool ‘n’ Quiet in AMD processors). There are three factors that need to be

considered when DVFS is applied: (a) the dynamic power, which has a quadratic relationship

with frequency-voltage scaling; (b) the static power, which increases exponentially with the volt-

age; and (c) the performance, which has a linear relationship with the frequency. Because of its

negative performance impact, DVFS may only be effective for non CPU-bounded applications,

see Section 4.1 for more details.

Clock Gating [97] reduces the power consumption by disabling the clock in those parts of the

circuit that are idle or, like in the case of flip-flops, maintain a steady state that does not need

to be refreshed. The power used to drive the clock signal can represent more than a half of the

overall power consumption. Therefore, clock gating can potentially achieve a significant energy

reduction. This technique can be controlled both at hardware and software level. Hardware-level

approaches typically provide a finer granularity, allowing also to disable components inside a

functional block. Software-level approaches are usually applied at entire functional blocks, but

they allow more elaborated energy-saving policies.

Power gating [96] is a more aggressive approach in which a functional block is disconnected

from the power supply, powering off all its components. Nowadays, existing processors contain
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clock gating logic managed by a power reduction policy for almost every functional block. For

some components clock gating is used in combination with power gating features. Given that

the entire functional unit is disconnected, power gating achieves a better power reduction than

clock gating. However, given that the functional unit state is erased, it is necessary to provide

mechanisms for saving and restoring the states of the functional units, which increases the com-

plexity and complicates resource utilization when applying power gating to active components

that need to preserve their state.

The use of special instructions can also help to reduce the energy consumption for compute-

intensive applications. Examples are the SIMD vector instructions provided by the AVX (ad-

vanced vector extensions) instructions for the x86 architecture or the AES (advanced encryp-

tion standard) instructions to support encryption and decryption. Those instructions lead to

an effective use of the corresponding transistors, thus reducing the energy consumption per

operation [71].

Similarly, the use of specialized coprocessors or accelerators, such as GPU (Graphics Pro-

cessing Unit), MIC (Many Integrated Cores) or FPGA (Field Programmable Gate Array), can

also lead to a smaller energy consumption compared to general purpose CPUs. As an example,

the NVIDIA ”Fermi” generation of GPUs requires about 200 picojoules of energy to execute

one instruction, which is 10x less than for the most efficient x86 CPU.

2. System support for energy efficiency

In order to obtain the benefits offered by an Ultrascale or Exascale system, it will be increas-

ingly important to provide system services for an effective management of the system resources

on behalf of the applications. Those services can be offered to the applications through the pro-

gramming environment or through specialized libraries, but they should be as transparent to

the user as possible to support application porting and sustainability. As energy is a cross-layer

issue, several aspects of the system software and the operating system should be involved in en-

ergy efficiency resource management, but it is also paramount to provide metrics and facilities

to monitor and express energy at the processor and system level.

2.1. Resource management

Currently, power requirements are driving the co-design of HPC systems, which in turn sets

the course for a radical change in how to express the need for increasingly scarce resources, as

well as how to manage them. Knowing that Ultrascale and Exascale systems will inevitably rely

on a high-level heterogeneity of resources and new HPC usage challenges (such as providing per-

formance hand-in-hand with energy efficiency), they need to become more and more self-aware

with respect to performance, energy and resilience [36]. New usages, like many-task computing

paradigms, will force the system to host, schedule, and load balance millions of heterogeneous

tasks. Existing research provides analytical studies quantifying and comparing expected perfor-

mance of new solutions proposed.

Another approach is to use layered solutions, such as the use of algorithm-specific check-

pointing combined with system-level checkpointing [19], or to use imperfect fault predictors [10].

Following this trend, decentralized approaches for a multi-objective, energy-aware resource man-

agement will be a likely replacement for centralized approaches when these do not scale up.

Gossip-based [65] and hierarchical approaches [124] are examples that have been proposed for
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load balancing. However, the scale to which they have been evaluated and the complexity of

their balancing requirements is far from what is expected for Exascale.

2.2. Energy metrics

In order to properly evaluate a specific system property, it is necessary to define correspond-

ing metrics. With regard to energy, the main basic metric is usually the unit of work or amount

of heat transferred, measured in Joule (J), while the power, i.e. the amount of transferred energy

in time, is measured in Watt (W ).

In the computing system context, several initiatives related to energy measurement and man-

agement have been started, mostly grouped under the umbrella of Green IT. Some of them focus

on distributed systems, aiming at identifying specific metrics for assessing energy efficiency in

these systems. A good example is GreenGrid, which is ”an association of IT professionals seeking

to dramatically raise the energy efficiency of datacenters through a series of short-term and long-

term proposals” [104]. They propose to use two main metrics for evaluating energy efficiency in

datacenters: Power Usage Effectiveness (PUE), and Datacenter Infrastructure Efficiency (DCiE)

[11, 16]. PUE is defined as follows:

PUE =
TotalFacilityEnergy

ITEquipmentEnergy

while DCiE is specified as its reciprocal:

DCiE =
1

PUE
=
ITEquipmentEnergy

TotalFacilityEnergy
× 100% .

The energy for the total facility is the overall amount of energy consumed by the whole data

center, including IT systems and facilities. The IT systems energy is the energy consumed by just

the IT equipment such as processing, storage, and network components for data management

and processing. The facilities include all other subsystems, such as UPS and power management

systems, cooling systems, lighting systems, etc.

Other interesting initiatives in the direction towards widely used metrics and, possibly,

standards, are Energy Star [110] and SPECpower [64]. Energy Star specifies specific rules, pro-

vides a rating for energy efficiency, called the Energy Star score, and is based on SPECpower.

SPECpower is mainly a benchmark for evaluating the energy efficiency of server-class compute

equipments. Several Performance-per-Power metrics have been proposed which report the ra-

tio between a given performance metric (such as response time, throughput, utilization, delay,

bandwidth, etc.) and the energy consumed for obtaining such a performance. An example is

the metric transactions per second per Watt (TPS/Watt), using the throughput as performance

metrics.

For the particular characteristics of Exascale platforms, specific energy efficiency metrics

are not yet specified and a metric that is able to take performance, scalability, as well as energy

efficiency into account still needs to be introduced.

2.3. Energy measurement techniques

A major challenge for energy measurement and monitoring is their use on heterogeneous

platforms through a standard access monitoring interface. Standardized monitoring interfaces

for energy and resource utilization are necessary to support local and global control decisions and
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should be able to handle the diversity of hardware devices, such as GPUs, embedded CPUs, and

nonvolatile low-power memory and storage. An example for a standardized access to performance

counters is the PAPI interface, which currently can be used on a large number of platforms

including the Intel Core i7 architecture, NVIDIA GPUs, the Intel Xeon Phi and IBM Blue

Gene/Q systems [78].

For CPU power monitoring, one approach consists in finding the relationship between the

power consumption and the utilization level. The utilization level is computed from different

workloads that stress different components of the system (CPU, memory, I/O, etc.). In the

literature [31, 81] it has been shown that the power consumption and the utilization level are

related linearly, regardless of the type of workload and the configuration of the processor, e.g.

in terms of operational frequency or the number of active cores.

As an alternative, the CPU performance can be indirectly modeled by means of hardware

counters that capture different hardware events, such as the number of cache accesses or the

number of instructions issued [98]. Performance monitoring counters do not require program

modifications or an intrusion into the hardware structure and they can accurately reflect the

activity levels of the processor or the memory subsystem. An example of this modeling technique

is given in [66], where the event-based power prediction is enhanced by using the correlation

of the power consumption with the change in core die temperature and the ambient tempera-

ture. Recent Intel CPU architectures include the Running Average Power Limit (RAPL) energy

sensors to measure the power consumption of different components, including the CPU and the

memory controller. The use of these counters is an efficient and low overhead alternative to mea-

sure the power of a system using specialized power meters [45]. Energy modeling approaches

and a comparison with measured energy values are discussed in [88].

2.4. Power management techniques

The Advanced Configuration and Power Interface (ACPI) [26] is an open standard for device

power management co-developed by Hewlett-Packard, Intel, Microsoft, Phoenix, and Toshiba.

It specifies different global and device energy states, which range from fully operational to

completely powered off, and provides an interface to manage and monitor the power of the in-

frastructure components. ACPI can be accessed by the user with the aid of user-defined policies,

such as specifying an application power level, or by the operating system, which applies power

policies based on the platform load, such as switching the components to a low power state after

a time of inactivity.

There are also advanced tools that provide support for a real-time power management

of the infrastructure components, including servers, storage, network, and cooling equipment.

Examples are the Intel Datacenter Manager [28], the IBM Systems Director Active Energy

Manager [27], and the HP Power Advisor [50]. They provide a single cross-platform view, can be

used at multiple hierarchy levels, and support different energy policies, such as power capping,

power saving and generation, and the analysis of power history data logs. In addition, most of

these tools are fully integrated in the infrastructure management software, allowing it to perform

energy-aware tasks, such as workload scheduling.

Several approaches address the improvement of the system energy efficiency. An example is

given in [44], where DVFS is used to control the CPU power based on different policies which are

applied considering the number of executed instructions, the memory traffic, and the consumer

power of the processor. Memscale [33] applies dynamic frequency scaling to the complete out-

J. Carretero, S. Distefano, D. Petcu, D. Pop, T. Rauber, G. Rünger, D.E. Singh
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of-chip memory subsystem (memory controller, memory channel, and DRAM device), as well as

dynamic voltage scaling to the memory controller. It includes a control algorithm that minimizes

the overall system energy based on performance counter monitoring. This work was extended [32]

to multiple memory devices and controllers. [62] presents an energy model for the execution of a

parallel conjugate gradient method split between the CPU and the GPU. The approach considers

the CPU, GPU, and RAM energy consumption and uses the information to perform an energy-

aware workload distribution minimizing the execution time. A more global approach is followed

in [24], where a runtime optimization technique is presented for improving energy efficiency in

processors, disks, and networks.

The effectiveness of DVFS is restricted by the range of the minimum and the maximum volt-

ages at which the transistors can operate. Moreover, DVFS is difficult to apply when workloads

of different characteristics are executed. To overcome these problems, the idea of complementing

DVFS with power gating has been proposed. [75] introduces PGCapping, a system that inte-

grates power gating with DVFS for chip multiprocessors. [1] presents a gating-aware scheduler

and a power gating scheme for GPGPU execution units that achieve significant energy saving

in simulations.

When considering large computing infrastructures, the power proportionality arises, besides

the energy efficiency, as a crucial concept. Power-proportionality means that the system’s energy

usage is proportional to its workload. In this way, the machine would consume no power in the

idle state and would gradually increase the power consumption as the workload increases. An

Exascale architecture should be both energy efficient and power proportional. However, existing

systems are far from fulfilling this requirement. Consequently, it is necessary to develop new

hardware and software tools that help to achieve it [38]. Examples for such tools are described

in [105] and [6]. The first one shows a power-proportional distributed storage system for data

centers that powers down servers according to the load level and considering the performance

degradation, availability and data consistency. The second one presents a distributed filesystem

based on the Hadoop DFS. It provides power proportionality minimizing the number of active

nodes, including power-proportional capabilities for failures such as minimizing the number of

nodes that need to be restored when there is a failure of the filesystem. [47] describes a solution

to provide energy proportionality for networks by dynamically adapting the energy consumption

of a network through traffic patterns analysis and by finding minimum power network subsets.

A survey of techniques that aim to improve the energy efficiency of computing and network

resources is given in [80], covering techniques that operate both on parallel and distributed

system levels.

2.5. Monitoring and Benchmarking

With specific regard to Exascale platforms, there are three main challenges for energy ef-

ficiency metrics and monitoring: (1) scalability, (2) standard access monitoring methods, and

(3) its application on heterogeneous platforms [53]. Monitoring everything produces extremely

large trace files making their analysis prohibitive. Alternatives are statistical models [83], time

series approaches [67], and data filtering with a distributed analysis that produces small trace

files with a small runtime overhead [60, 84].

At node level, it is crucial to find the relationship between the power consumption and the

utilization level computed, which seems to be linear [31, 81]. As discussed above, one possibility

is to use hardware counters to model the CPU performance [98] and Intel RAPL to measure the
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CPU and memory controller power consumption [45, 66]. At the whole compute infrastructure

level, power proportionality arises as a crucial concept [39, 70]. Even if the current hardware

components are not power-proportional, we can see in the literature examples of system wide

[47, 105] and system specific models to achieve power-proportionality. In any case, standardized

monitoring interfaces for energy and resource utilization are needed to handle the diversity of

hardware and support local and global control decisions based on well-known and accepted

metrics, see Section 2.3.

The energy metrics collected at node and system level must be provided to the operating

system and the system software to optimize important energy-consuming operations in extreme-

scale systems. One of these operations is data movement, as it is recognized that today data

movement and storage uses more power than computation in many HPC usages. As an example,

[37] indicates explicitly that managing data movement may be an energy-efficiency technique.

Coupled to monitoring frameworks, benchmarking provides useful and complete tools for

the proper evaluation of distributed systems. Many stable benchmarking suites are available for

HPC systems, such as the NAS Parallel Benchmarks (NPB) [13] and LINPACK [35], which for

example is used for the performance evaluation and comparison of the Top500 list entries, see

www.top500.org. There are also some interesting attempts towards standards in benchmarking.

The most authoritative ones are the Standard Performance Evaluation Corp (SPEC) [101]

and TPC [109]. The Standard Performance Evaluation Corp (SPEC) has developed solutions

that can be adopted in distributed and cloud environments, such as SPECvirt, SPEC SOA,

and SPECweb. With specific regard to energy, SPEC define the SPECpower ssj2008 benchmark

[64], considering performance and energy efficiency altogether. TPC is a non-profit corporation

defining transaction processing and database benchmarks through verifiable TPC performance

data to the industry. The TPC benchmarks can be considered as application-level benchmarks

in distributed environments and they are a basis for the evaluation of the actual performance

offered by standard transactional software on the top of (physical or virtual) machines.

3. Programming models and software development

An important aspect for the development of energy-aware applications is the use of suitable

programming models. This is the main topic of this section, along with a coverage of energy-

aware scheduling algorithms and software development approaches.

3.1. Hierarchical programming models

Applications for Exascale computing are expected to incorporate multiple programming

models. For example, a single application might incorporate components that are based on MPI

and other components that are based on other paradigms. The particular combination of pro-

gramming models may differ over time (different execution phases of the application) or space

(e.g. some of the nodes run MPI, and others run shared-memory libraries). It is widely be-

lieved that to cope with these models, Exascale systems will require support for hierarchical

programming models, which include more than two levels of today’s models (such as MPI +

OpenMP) [42]. The particular combination of programming models may differ over time (e.g.

different execution phases of the application) or space (e.g. some of the nodes run MPI, and

others run shared-memory libraries). It is widely believed that to cope with these models, Ex-

ascale systems will require support for hierarchical programming models, which may include
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more than two levels of today’s models (such as MPI + OpenMP) [42]. In Exascale systems,

hierarchies with a higher number of levels and a larger degree of parallelism will coexist with

more heterogeneous hardware, making load balancing and communication reduction a critical

task. Those features can be addressed through functional portability and performance portabil-

ity. Even through functional portability can be achieved due to standardized environments such

as MPI or OpenCL, performance portability, however, is often a crucial issue, as the required

abstractions are still not present in the current HPC code generation tools. Performance porta-

bility for future systems might require a durable abstraction expressed in programming models

that do not exist for HPC code generation so far [58].

Examples for existing hierarchical programming models are the TwoL [85] and the Tlib [86]

approaches, which are both defined on top of MPI and allow a flexible and hierarchical grouping

of processes into groups each of which can execute multi-processor tasks (M-tasks). The M-

tasks are the basic execution units and each M-task can be executed by an arbitrary number

of processing cores. In the TwoL approach, the M-tasks can be combined using a coordination

language, which allows the specification of input-output and control dependences between M-

tasks. M-tasks without a dependence between them can be executed in parallel on disjoint

groups of processors. The runtime system can select a suitable number of processing cores for

each M-task and can decide which of the M-tasks are executed in parallel. If the internal M-task

communication is based on collective MPI operations, it is often advantageous to execute M-tasks

in parallel as this reduces the communication overhead. This approach can also be used to enable

an energy-efficient execution of M-task programs [87], since the runtime system can perform

the mapping of M-tasks to cores based on an energy minimization instead of a performance

maximization goal. It is also possible to provide different implementations for M-tasks, such as

a standard MPI implementation, a GPU implementation and a specialized implementation for

MIC processors, and select the most energy-efficient implementation at runtime, depending on

the hardware resources available. To support such an energy-efficient mapping, it is important

that the runtime system has access to suitable monitoring facilities (see Section 2.5) or can use

suitable energy metrics (see Section 2.2).

The M-task model can also be used to support performance portability, since the same

M-task program can be executed on different hardware platforms and the runtime system is

responsible for the appropriate mapping to the hardware resources. For different hardware plat-

forms, the runtime system can select different mappings and different M-tasks could be executed

in parallel, if this results in a faster or more energy-efficient execution.

3.2. Many task approaches

The ever-increasing performance of supercomputer systems is enabling the emergence of

new problem-solving methods that require an efficient execution of many concurrent and inter-

acting tasks, usually integrating data analysis and visualization, to maximise the productivity

on Exascale systems [37]. Hence, Exascale systems will need new problem-solving approaches

beyond hierarchical models.

One of the most promising candidate approaches is the many-task programming model,

with the workflow model currently being the most widely used many task-like technique. An

example of these tools is Swift/T, a description language and runtime system that supports the

dynamic creation and execution of workflows with varying granularity on high-component-count

platforms. The Swift/T system [117] provides an asynchronous dynamic load balancer (ADLB),
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which dynamically distributes the tasks among the nodes [119]. The problem is that communica-

tion and synchronization for shared global resources (as files) could degrade performance in case

of the absence of data locality. Current research has shown that emerging high-speed networks

outperform physical disk solutions, which reduces the relevance of disk locality [7]. Thus, most

solutions provided for ultrascale will be based on the intensive usage of RAM and NVRAM

memory near the processors. However, existing software engineering methods and models do

not provide a mechanism to express energy aspects in applications and they still rely on system

services that are not energy-aware.

3.3. Energy-aware scheduling algorithms

In order to cope with energy saving while considering the particularities of Exascale systems,

i.e. various levels of heterogeneity, fault tolerance, strong energy consumption constraints, it is

mandatory to move towards an energy-aware resource management [22], including scheduling

algorithms that are able to handle various levels of heterogeneity and the diversity of available

resources [73].

Power-aware scheduling algorithms for homogeneous systems are already available for more

than one decade [46, 51, 72]. Popular approaches commonly use DVFS to reduce the power

consumption of processing elements during idle times and during slack times of non-critical jobs

[115]. Other approaches even power off the entire computing node with only a small impact on

the resulting makespan [76].

In many HPC usage scenarios, data movements consume more power than computations do,

so that reducing data movement can be considered an energy-efficiency technique [37]. Therefore,

energy-aware scheduling algorithms should guide the system to schedule computation jobs to

the nodes containing the required data, thus avoiding costly data movement and considering the

trade-offs between data locality and load balance. While traditional task clustering algorithms

reduce the makespan by zeroing edges of high communication costs, a Power Aware Task Clus-

tering (PATC) algorithm has recently been proposed [115] that guides the edge zeroing process

with the objective of reducing the power consumption. The initial experiments were performed

on homogeneous small clusters (100 PEs), where promising results have been obtained, specif-

ically yielding up to 39% energy saving, which is more than double compared to 16% obtained

on EADUS and TEBUS algorithms [122] that do not use DVFS. Energy-aware algorithms have

also been developed and tested against heterogeneous clusters. The EETCS (Efficient-Energy

based Task Clustering Scheduling) algorithm [69] significantly reduces the power consumption

by shrinking the communication energy consumption when allocating parallel tasks to hetero-

geneous computing nodes. Another example is RADS (Resource-Aware Scheduling Algorithm

with Duplication) [79], which saves up to 15% resource power consumption compared to similar

algorithms.

Current scheduling and load balancing mechanisms are using meta-heuristics to solve the

multi-criteria optimization problem taking into account the overload of the system and the in-

coming task requirements. Traditional multi-objective optimization algorithms, including pop-

ulation based metaheuristics aiming to estimate Pareto optimal sets, require an adaptation in

order to be effective in the case of ultrascale dynamic optimization. In [22] a two-stage ap-

proach is proposed: First, a list of preliminary schedules resulting from a static multi-criteria

optimization method is computed at design time. Then the schedules are adapted, using low

cost operations, according to the particular requirements of the running applications and the

J. Carretero, S. Distefano, D. Petcu, D. Pop, T. Rauber, G. Rünger, D.E. Singh
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characteristics of the available resources. However, the approach has not been tested in the con-

text of large scale dynamic scheduling. Another aspect to be considered is the exploration of

the relationship between tasks and computing resources and the proper usage of data location

[14]. Existing scheduling techniques for Exascale rely on various combinatorial optimization al-

gorithms. For example, in [103] a new approach is proposed for simultaneously reducing the

energy consumption while maximizing system performance. The method consists in comput-

ing the Pareto front of optimal solutions to the bi-objective problem of minimizing energy and

makespan for a bag of tasks allocated to a set of heterogeneous compute resources.

The ultrascale dimension, the heterogeneous architecture of current parallel systems, and the

need to re-schedule due to system faults have not been taken into consideration yet, especially

not together with energy awareness. The task scheduler needs to support locality-awareness and

be capable of supporting function shipping and data shipping as interchangeable alternatives.

For this purpose, all data movement operations need to be abstracted as asynchronous tasks

whose completion can trigger additional computation tasks and data movements. Moreover, the

current slow meta-heuristic based mechanism should be redesigned to ensure a real-time reaction

especially in the case of re-scheduling. A set of strategies, such as minimal energy consumption

with deadline matching in scheduling mechanism assuming no faults, or energy aware reschedul-

ing in the case of faults without time limits, should be defined as working conditions for the

resource management system.

3.4. Energy-aware software development process

In a complex and highly distributed context, energy awareness should be applied at any level,

both hardware and software, and within them. It needs to be addressed at different layers and

services adopting a holistic approach. With regard to software, energy efficiency and optimization

could be implemented and enforced at several levels: (a) at low level, through specific schedul-

ing algorithms; (b) at code level, by optimizing programs and compilers and also by adopting

specific, e.g. hierarchical, programming models and design patterns; and (c) at higher levels, in

the software development process. In the latter case, the goal is to design the overall software

architecture taking into account energy aspects and metrics, thus also considering a possible

deployment in an Ultrascale infrastructure for the overall software. This approach comes from

software performance engineering [99, 100], which is a systematic, quantitative technique to con-

struct software systems that meet performance objectives. It includes performance requirements

and goals into a software development process, a technique also known as performance-driven

development [68, 74, 77]. As in the test-driven development [15], the performance-driven devel-

opment is an iterative process composed of development and performance evaluation phases at

each cycle.

The idea of an energy-aware software development process, which aims at enabling and

taking into account energy efficiency and other important deployment properties and require-

ments at the early stages of the software lifecycle, is not new in literature but quite unexplored,

especially in large scale parallel and distributed contexts. The first attempt in such a direction

is green software engineering [21, 61] and development [2, 95]. All of those approaches mainly

suggest adopting a green, sustainable software development process taking into account energy

properties, but so far just provide some suggestions and guidelines for this purpose, mainly

at lower levels, e.g. code, programming models, or design patterns. A slightly more concrete

solution is discussed in [106] where a reference model for sustainable software development,
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called GreenRM, is defined according to the ISO/IEC 14001 environmental requirements. But

also in this case a model mainly containing only some guidelines is defined. Therefore, address-

ing energy, green and sustainability issues in the software development process is still an open

problem.

4. Energy-efficient algorithms

As stated in the introduction, a huge reduction in the average energy cost per flop is re-

quired for Exascale systems [108]. There have been large efforts on the hardware side which

aim at a reduction of the energy consumption, including new memory systems and new proces-

sor technologies with power management, see Section 1. However, while these techniques can

help to significantly reduce the energy consumption of unloaded systems, their contribution to

the energy consumption of loaded systems is quite limited. Most of the efforts for reducing the

energy consumption of loaded systems are directed towards an efficient control of the power

management techniques according to the system load, but the contribution of these techniques

may not be sufficient to reach the 20 MW target for Exascale systems.

A major problem in current approaches is that the algorithms or the applications being

executed have no direct interaction with the hardware system to express or control energy

needs. Such an interaction is needed to bring energy-awareness to the application level and to

support a goal-directed use of algorithmic changes or transformations of the application code.

In this section, we give an overview of the most important aspects for the energy awareness of

algorithms, including the energy characteristics of algorithms, the effect of algorithmic changes

and transformations on the resulting energy consumption, as well as adaptivity approaches used

to cope with the increasing heterogeneity of HPC systems resulting from the integration of

accelerators such as GPU, MIC or FPGAs. Finally, we show some specific examples for energy-

efficient algorithms from different areas.

4.1. Energy characteristics of algorithms

Hardware mechanisms introduced during the last years to reduce the overall energy con-

sumption of processors (see Section 1) will also play an important role for future Ultrascale

systems. Thus, it is important to study the influence of these techniques on algorithms and

applications. In particular, it has to be investigated whether these techniques can be employed

to reduce the energy consumption of algorithms and which specific characteristics of algorithms

have an effect on the resulting energy consumption. If the influencing factors are known and can

be captured quantitatively, this information can be used to tune applications towards a smaller

energy consumption by applying suitable algorithmic transformation techniques.

The energy consumption E of an algorithm can be described by the power consumption

P of the execution resources employed and by integrating P over the execution time of the

algorithm: E =
∫ tmax

t=t0
P (t)dt. Typically, the power consumption varies during the execution

time of the application, depending on the specific execution situation of the application and the

resulting usage of the different execution resources. The variations of the power consumption

during the execution time can be measured in detail with specialized power meters and power

acquisition systems [90] (see Section 2.2), but hardware counters can be used as well (e.g. Intel

RAPL interface). However, the specific interaction of computation and power consumption is
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Figure 1. SPEC CPU2006 floating-point benchmarks on an Intel Core i7 Haswell processor: energy

consumption (left), and power consumption (right) for varying frequencies [90]

complex and it is challenging to predict which algorithmic properties lead to which amount of

power consumption at a specific point in the execution time.

The power consumption of processors comprises a dynamic and a static power consumption

part [56]. The dynamic power consumption Pdyn is related to the switching activity of the

processor during execution and it can be expected that it is smaller during processor idle periods.

The static power consumption Pstat captures the leakage power, which becomes more important

for processors with smaller transistor size, and it is present even if there is no switching activity

of the transistors. It has been stated that in 2014 25%–40% of the total power consumption

in server chips was caused by leakage power [48]. For DVFS processors, the dynamic power

consumption increases significantly with the operational frequency f , and often, a dependence

Pdyn(f) = γ · fα with 2.5 ≤ α ≤ 3 is assumed, where γ is a suitable parameter. The dependence

of the static power consumption Pstat on f is typically quite small and is often neglected and

assumed to be constant [56].

The average power consumption of algorithms increases with the operational frequency.

Fig. 1 shows the dependence of the energy and the power consumption on the frequency for

the SPEC CPU2006 floating-point benchmarks, which consist of real (sequential) programs

from different application areas, (see [48] and [90] for more details). It can be observed that

for most of the programs a frequency between 2.0 and 2.5 GHz leads to the smallest energy

consumption. It can also be observed that different SPEC programs lead to different amounts of

power consumption, which shows that there is a dependence of the power consumption on the

features of the application. This effect is even larger for parallel applications, as those included

in the PARSEC benchmarks that contain parallel programs from different application areas,

see [17]. Fig. 2 shows the average energy and power consumption of the PARSEC benchmarks

for different frequencies. As shown, the variation of the power consumption is much larger than

for the SPEC benchmarks. Fig. 2 also shows that the difference between the largest and the

smallest average power consumption for the different applications is more than 100% (see [89]

for details). It can be concluded that parallel execution adds significant variations to the power

consumptions observed.

The observation that the power consumption may be quite different for different algorithms

and applications leads to the question which algorithmic properties have an influence on the

resulting power consumption. For parallel applications, the speedup obtained plays a role and
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Figure 2. PARSEC benchmarks executed with eight threads on an Intel Core i7 Haswell processor: energy

consumption (left), and power consumption (right) for varying frequencies [89]

it can be observed that applications with a larger speedup tend to have a larger power con-

sumption than applications with a smaller speedup [90]. This can be explained by the fact that

applications with a smaller speedup typically include more idle times during which some parts

of the processing cores can be powered down, thus reducing the average power consumption.

However, there are other influences that will be discussed in more detail in the next subsection.

4.2. Algorithmic techniques towards energy awareness

There are some efforts to explore the energy effects of specific programming techniques for

selected algorithms, mainly from the area of linear algebra [5], with the goal of advancing

towards an energy optimization of algorithms. Seminal articles in the literature demonstrate

that a huge number of technical applications can be decomposed into up to 7 or 13 ”Dwarfs”

[9], which are a small set of common kernels with a tremendous impact on a huge number of

computing-intensive applications and libraries. Thus, it seems advisable to concentrate on those

kernels.

Systematic approaches that investigate the energy effects of algorithmic changes and trans-

formations are very rare. Some recent results show that standard techniques used for perfor-

mance optimization, such as tiling, have only a minor effect on the energy consumption [41],

since loading and storing data to the on-chip caches constitute the largest contribution to the

dynamic energy consumption. Therefore, alternative techniques, such as register tiling [91], seem

to be more promising for the energy optimization of algorithms than standard techniques used

for performance optimization. Currently, it is not feasible to think of a single solution for the

energy optimization of algorithms, as the energy behavior of the algorithms is closely related to

specific architectures.

Several approaches model the energy consumption of application programs on CPUs or

GPUs [23]. These models usually distinguish between the dynamic and the static power con-

sumption, but they do not take algorithmic properties of the application into consideration.

There are also some approaches that model the energy consumption of individual algorithms by

considering the operations performed [59], however these approaches are difficult to transfer to

other algorithms and they require a significant effort for the analysis at the algorithmic level.

Another attempt in finding a relation between properties of the algorithms and the resulting

energy consumption and execution time is described in [25], but the results are only presented
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at the level of micro-benchmarks. So far, there is no broad investigation that determines which

algorithmic properties have which effect on the energy consumption for a specific architecture.

Thus, there is a need to develop algorithm-specific energy models and mechanisms to express the

energy behavior of the algorithms on the underlying system. A survey of power and efficiency

issues for numerical linear algebra methods [102] identifies several major techniques for energy

savings, e.g. profiling, trading off performance, static and dynamic saving, and concludes that

the current techniques are application-specific and difficult to generalize. The impact of different

CPU workloads on power consumption and energy efficiency is studied in [111], showing that

different workloads can lead to significant differences in energy efficiency.

In addition, the architecture of different HPC and Exascale systems is expected to be quite

heterogeneous and rapidly developing [37], as they might include specialized niche market de-

vices, such as GPUs, MIC and FPGA accelerators. This perspective constitutes a major challenge

for the system software, comprising the operating system, runtime system, I/O system, and in-

terfaces to the external environment, since the system software is responsible for an effective

use of the hardware resources. However, algorithmic properties of an application also play an

increasingly important role and it is required that the programmer uses the right programming

techniques for the specific architecture of a given HPC system. This places a large burden on

the programmer to tune her or his applications towards a better performance. Since this is often

quite time-consuming, autotuning approaches [114] and efforts towards Self-Adapting Numer-

ical Software (SANS) [34] have been proposed. Those aspects will be considered in more detail

in the next subsection.

4.3. Autotuning approaches towards energy efficiency

Autotuning software is able to optimize its own execution parameters with respect to a

specific objective function, which was usually the execution time, but might as well be the en-

ergy consumption. The methods for autotuning are diverse, including model-based parameter

optimization, or an optimization based on candidate sets generated by the autotuning software.

Autotuning based on a set of equivalent candidate implementations for an algorithm considers

different candidate implementations using different programming techniques for the formula-

tions of the algorithm, which, for example, may differ in their loop structure by applying loop

transformations such as loop fusion, loop interchange, loop tiling, or loop unrolling. Moreover,

different parameters for the loop transformation, such as block sizes for tiling or unrolling fac-

tors, can be used. The idea of the autotuning approaches is to automatically select one of the

candidate implementations for a specific HPC architecture to reach a given optimization goal,

such as minimal execution time or minimal energy consumption. The selection can be made

both offline or online.

Offline autotuning performs the autotuning procedure at software installation time. In this

scenario, the installation of the autotuning software or library can take a significant amount of

time due to an extensive evaluation of the different candidate implementations using runtime

tests or energy measurements. However, at runtime, the best implementation variant selected

during the installation is directly used, with little or no overhead. Offline autotuning can be

applied if there is no significant dependence of the runtime of the implementation variants on

characteristics of the specific input. A number of offline autotuning libraries aiming at perfor-

mance optimization already exist for decades: ATLAS [116] and PHiPAC [18] for dense matrix

computations; OSKI [113] and SPARSITY [52] for sparse matrix computations; or FFTW [40]
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for fast Fourier transformations. Offline frameworks, such as PERI [118], SPIRAL [82] and

Green [12], allow the programmer to setup an application to be autotuned for a given micro-

architecture. If supported by a model-based approach [121], the installation time overhead can

be reduced. Model-based approaches use an analytical model of the execution platform and the

algorithm to be executed, and select a set of implementation variants and parameter values

which are then tested at installation time, which may reduce the number of variants to be tested

significantly.

Besides the overall execution time of a specific algorithm, additional optimization goals,

such as energy consumption or computing costs, need to be considered by auto-tuners. There-

fore, more sophisticated methods capable of exploiting and identifying the trade-offs among these

goals are required, like those presented in [43] where the authors present and discuss results of

applying a multi-objective search-based auto-tuner to optimize for three conflicting criteria: ex-

ecution time, energy consumption, and resource usage. Offline autotuning approaches for energy

usage vs. performance degradation in scientific applications are discussed in [107], where the

authors conduct several experiments in which the tuning is performed with respect to software

level performance-related tunables, such as cache tiling factors and loop un-rolling factors, as

well as for the processor clock frequency. [63] presents an energy-oriented autotuning for the

ATLAS library.

If the execution time of the implementation variants depends on characteristics of the specific

input, offline autotuning has to be replaced by online autotuning, where applications are able to

monitor and automatically tune themselves to optimize a particular objective (execution time,

energy consumption, etc.), as in the case shown for ordinary differential equations in [55]. Online

autotuning can especially be used successfully for time-stepping methods. In this case, the time

steps can be performed with different implementation variants and parameter values until the

best implementation variant is found. Then this implementation variant is used for the remaining

time steps, as shown in [62]. A model-based pre-selection phase can be used to reduce the number

of implementation variants that need to be tested at runtime. For ordinary differential equations,

this approach has been applied successfully [55], and it has been shown that the autotuning

overhead at runtime is not too large. An automated online performance tuning approach for

general applications is provided by the Active Harmony automated runtime system [29], which

allows runtime switching of algorithms and tuning of libraries and application parameters to

improve the resulting performance on a given hardware platform. The system uses a server

which uses a Nelder-Mead method to search through a potentially large parameter space. The

server sends a parameter selection to a client, which then measures the resulting performance

and sends the corresponding information back to the server. This procedure is repeated until a

good parameter selection has been found.

Another example for online autotuning is PowerDial [49], which converts static configuration

parameters that already exist in a program into dynamic knobs that can be tuned at runtime,

with the goal of trading QoS guarantees for meeting performance and power usage goals. The

system uses an online learning stage to construct a linear model of the choice configuration

space which can be subsequently tuned using a linear control system. In the SiblingRivalry [8]

model, requests are processed by dividing the available cores in half, and processing two identical

requests in parallel on each half. Half of the cores are devoted to a known program configuration,

while the other half of the cores are used for an experimental program configuration chosen

using a self-adapting evolutionary algorithm. The faster configuration (either the known or
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the experimental one) is always kept and the other one is terminated. The authors show that

over time, this model allows programs to adapt to changing dynamic environments and often

outperform the original algorithm that uses the entire system.

As mentioned before, most of existing autotuning models consider the execution time as

main objective function. However, the resulting energy consumption can also be directly used

as an optimization goal of an autotuning approach. This can be based on energy measurements

using hardware counters as they are, for example, provided by the Intel RAPL interface (see

Section 2.5) or on a model for the energy consumption of the algorithm (see [62] for more

information).

4.4. Examples of energy-efficient algorithms

Examples of energy-efficient algorithms can be found in the graph theory area. In [20],

the authors propose a new algorithm which solves the min cut/max flow problem on a graph.

It is based on augmenting paths and building two search trees, one from the source and the

other from the sink, which are reused to avoid rebuilding them from scratch. Experimental

comparisons show that the algorithm is faster and minimizes the energy usage for functions

in vision. Another example is [94], in which a large-scale energy-efficient graph traversal is

proposed. More recently, the initiative “EDGAR: Energy-efficient Data and Graph Algorithms

Research” of the Berkeley Labs has been started to design new parallel algorithms to reduce

communication costs of data and graph analysis algorithms in Exascale, aiming at a reduction

of the execution time and the energy consumption. An important observation in this context is

that the power required to transmit data in a network also depends on the length of the wire

in traditional cooper networks, i.e., data exchanges between neighboring nodes in a network

require less energy than exchanges between non-neighboring nodes. The energy consumption of

different MPI collective communication operations has been investigated in [112], showing that

the size of the execution platform plays an important role. A quantitative analysis of the energy

costs of data movements between different levels of a memory hierarchy (main memory, L3, L2

and L1 cache) has been reported in [57]. The analysis is based on a set of micro-benchmarks

that continuously access data stored in a given level of the memory hierarchy and measure

the resulting energy consumption. An experimental evaluation captures several benchmarks,

including the NAS parallel benchmarks suite and applications from the Exascale Co-Design

centers. The results show that, in current systems, scientific applications spend between 18%

and 40% of their total dynamic energy in moving data and between 19% and 36% in stalled

cycles. The energy consumption of different data access patterns in PGAS (Partitioned Global

Address Space) models has been investigated in [54].

Sorting algorithms are among the most important fundamental algorithms in computer sci-

ence and many applications depend on efficient sorting techniques. Energy efficiency also plays

an important role here and using an energy-efficient sorting could help in reducing the overall

energy consumption significantly. The energy consumption of different basic sorting algorithms

such as odd-even sort, shellsort, or quicksort has been investigated in [123], showing that quick-

sort leads to the smallest energy consumption and that the choice of a suitable recursion depth

for quicksort may have a large influence on the energy consumption. An external sort bench-

mark JouleSort for evaluating the energy efficiency of a wide range of computer systems from

clusters to handhelds is described in [92]. The energy consumption of vector and matrix oper-

ations as well as sorting and graph algorithms is investigated in [93], showing that the energy
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consumption depends on the memory parallelism that the algorithms exhibit for a given data

layout.

Other examples of energy-efficient algorithms can be found in thread scheduling [30], finan-

cial applications [3], and big data applications [120]. All these research efforts use memorization

as a techniques to avoid repeating computation by caching previous results, thus achieving a

better energy efficiency in application execution.

5. Discussion

The summarizing state-of-the-art analysis of energy-aware programming has shown that

there already exists a multitude of research directions and results in many areas of computing.

From this current research situation, we can derive a number of open problems to be solved for

a successful energy-aware programming. As energy is a cross-layer issue, we argue that a holis-

tic energy-aware approach is needed, which requires the development of interacting interfaces

between the different software and hardware layers. Such an approach will allow researchers to

investigate different directions of the ETP4HPC agenda. Three of these directions are addressed

below: new energy-aware algorithms for Exascale, software engineering for extreme parallelism

and energy-aware systems support for managing extreme scale systems.

New energy-aware algorithms for Exascale: Advancing the state-of-the-art at an algorith-

mic level needs to include energy-awareness into the algorithm/application level. One way of

achieving this is the introduction of interacting interfaces between the different hardware and

software layers, combined with algorithm-specific mathematical energy models. We argue that

this will enable a dynamic adjustment of the computation and communication characteristics of

algorithms/applications with the goal to achieve a perceivable reduction of the overall energy

consumption. Such a new layered approach with its interacting interfaces will also allow a di-

rect interaction between the control of the power management and the algorithm or application

being executed. With the aid of annotations, applications may provide a parameterized energy

model which can be exploited to articulate a policy for managing trade-offs on different system

architectures. A general goal is that future energy-aware algorithms should not only be evaluated

based on FLOPs but also based on energy cost of operations.

Software engineering for extreme parallelism: To hide the complexity of the development

process of algorithms and applications for Exascale systems, we propose to develop a high

level language environment supporting an energy-aware software development. This language

environment should be intuitive and easy to handle for application programmers from diverse

application areas. This can be achieved by using a human-like language or a descriptive or

graphic annotation approach. For an increase of the acceptance and usability, it is important

that such a language environment allows a seamless integration of different programming mod-

els, accompanied by support for a hierarchical development of all necessary Exascale system

coordination, control and monitoring functions in a reasonably human-understandable way. It

necessarily should provide energy consumption indicators which system designers and develop-

ers can rely on during software development so that they can achieve a reduction of the energy

footprint of the resulting program code. Considering the heterogeneity of Exascale systems, a

high-level software development process is needed in order to allow a seamless integration of

multiple energy-aware programming models beyond the state-of-the-art. We propose a research

agenda in this field targeted towards abstract hierarchical programming models and optimized

many-task programming models. The first direction will allow the annotation of power and en-
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ergy consumption information by defining energy patterns and constraints in the hierarchical

programming model. Based on this abstract model, one can build a general hierarchical opti-

mization technique for collective communication algorithms, such as MPI operations, which will

not be platform specific but will address the scale of the HPC platform. The second direction

should evolve existing programming models to enable locality-based optimizations through the

intensive usage of RAM and NVRAM memory near the processors, thus avoiding data move-

ments, along with an energy aware scheduling that will guide the system to schedule computation

jobs in the nodes containing the required data taking also into account the trade-offs between

data locality and load balance.

Energy-aware system support for managing extreme scale systems: Expressing the cross-

layered nature of energy can be achieved by providing system mechanisms that support energy

efficiency in extreme scale systems. The first research topic is the design of metrics and tools for

exporting energy features, at node and system level, to the applications through (approximate)

energy monitoring and management services. These services will be provided to the upper levels

of the hierarchy to allow optimizations in runtime resources, libraries and applications. The sec-

ond topic should investigate the elaboration of energy-efficient data access and communication

models relaying on a better exploitation of data locality and layout, and supporting the devel-

opment of cross-layer locality-aware I/O software. Equally promising and complementary to the

previous topics, researchers should look into energy profiling at component and application level

in order to dynamically redirect the workload to those components that can yield the maximum

amount of throughput. Ultimately, it should be possible to predict the energy consumption of

particular code segments. This information can be used to enable a dynamic provisioning of

resources, to provide the ability to manage new important resources, such as power and data

motion, through an energy aware scheduler and dispatcher, and an energy-aware load balancer

that is conscious of the system energy, node energy, and data-locality needs. Last but not least,

we need to elaborate novel energy-aware models, APIs and tools to automatically map applica-

tions onto heterogeneous architectures trying to optimize performance over energy ratio.

The work presented in this paper has been partially supported by EU under the COST pro-

gramme Action IC1305,“Network for Sustainable Ultrascale Computing (NESUS)”.
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29. C. Ţăpuş, I-H. Chung, and J. Hollingsworth. Active Harmony: Towards Automated Per-

formance Tuning. In Proceedings of the ACM/IEEE Conference on Supercomputing, SC

’02, pages 1–11, Los Alamitos, CA, USA, 2002. IEEE Computer Society Press.

30. H. Cui, J. Wu, C. Tsai, and J. Yang. Stable Deterministic Multithreading Through Schedule

Memorization. In Proc. of the 9th USENIX Conference on Operating Systems Design and

Implementation, OSDI’10, pages 1–13, Berkeley, CA, USA, 2010. USENIX Association.

Energy-efficient Algorithms for Ultrascale Systems

96 Supercomputing Frontiers and Innovations



31. W. Dargie. A Stochastic Model for Estimating the Power Consumption of a Processor.

IEEE Transactions on Computers, PP(99):1–1, 2014. DOI: 10.1109/TC.2014.2315629.

32. Q. Deng, D. Meisner, A. Bhattacharjee, T.F. Wenisch, and R. Bianchini. MultiScale:

Memory System DVFS with Multiple Memory Controllers. In Proc. of the 2012 ACM/IEEE

International Symposium on Low Power Electronics and Design, ISLPED ’12, pages 297–

302, New York, NY, USA, 2012. ACM. DOI: 10.1145/2333660.2333727.

33. Q. Deng, D. Meisner, L. Ramos, T.F. Wenisch, and R. Bianchini. MemScale: Active Low-

power Modes for Main Memory. In Proc. of the Sixteenth International Conference on

Architectural Support for Programming Languages and Operating Systems, ASPLOS XVI,

pages 225–238, New York, NY, USA, 2011. ACM. DOI: 10.1145/1950365.1950392.

34. J. Dongarra, G. Bosilca, Z. Chen, V. Eijkhout, G. E. Fagg, E. Fuentes, J. Langou,

P. Luszczek, J. Pjesivac-Grbovic, K. Seymour, H. You, and S. S. Vadhiyar. Self-adapting

Numerical Software (SANS) Effort. IBM J. Res. Dev., 50(2/3):223–238, March 2006. DOI:

10.1147/rd.502.0223.

35. J. Dongarra, P. Luszczek, and A. Petitet. The LINPACK Benchmark: past, present and

future. Concurrency and Computation: Practice and Experience, 15(9):803–820, 2003.

36. G.C. Durelli, M. Pogliani, A. Miele, C. Plessl, H. Riebler, M.D. Santambrogio, G. Vaz,

and C. Bolchini. Runtime Resource Management in Heterogeneous System Architectures:

The SAVE Approach. In Proc. of the International Symposium on Parallel and Distributed

Processing with Applications (ISPA), pages 142–149. IEEE, Aug 2014.

37. J. Dongarra et al. The International Exascale Software Project Roadmap. Int. J. High

Perform. Comput. Appl., 25(1):3–60, February 2011. DOI: 10.1177/1094342010391989.

38. P. Kogge et al. ExaScale Computing Study: Technology Challenges in Achieving Exascale

Systems, 2008.

39. EU. European technological Platform for High Performance Computing, Vision White

paper, 2012.

40. M. Frigo and S. G. Johnson. The Design and Implementation of FFTW3. Proceedings of

the IEEE, 93(2):216–231, 2005. Special issue on “Program Generation, Optimization, and

Platform Adaptation”.

41. E. Garcia, J. Arteaga, R. Pavel, and G. Gao. Optimizing the LU Factorization for Energy

Efficiency on a Many-Core Architecture. In Proc. of the 26th Int. Workshop on Languages

and Compilers for Parallel Computing (LCPC 2013), pages 237–251. Springer LNCS 8664,

2013.

42. W. Gropp and M. Snir. Programming for Exascale Computers. Computing in Science and

Engineering, 15(6):27–35, 2013. DOI: 10.1109/MCSE.2013.96.

43. P. Gschwandtner, J. Durillo, and T. Fahringer. Multi-Objective Auto-Tuning with Insieme:

Optimization and Trade-Off Analysis for Time, Energy and Resource Usage. In Fernando

Silva, Inês Dutra, and Vı́tor Santos Costa, editors, Euro-Par 2014 Parallel Processing,

volume 8632 of Lecture Notes in Computer Science, pages 87–98. Springer International

Publishing, 2014. DOI: 10.1007/978-3-319-09873-9 8.

44. Shin gyu K., Chanho C., Hyeonsang E., H.Y. Yeom, and Huichung B. Energy-Centric

DVFS Controling Method for Multi-core Platforms. In 2012 SC Companion: High Per-

J. Carretero, S. Distefano, D. Petcu, D. Pop, T. Rauber, G. Rünger, D.E. Singh
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71. M. Lorenz, P. Marwedel, T. Dräger, G. Fettweis, and R. Leupers. Compiler based ex-

ploration of DSP energy savings by SIMD operations. In Proc. of the 2004 Conference

on Asia South Pacific Design Automation: Electronic Design and Solution Fair, pages

838–841, 2004. DOI: 10.1145/1015090.1015314.

72. Jiong Luo, Li-Shiuan Peh, and Niraj Jha. Simultaneous dynamic voltage scaling of proces-

sors and communication links in real-time distributed embedded systems. In Proc. of the

Conf. on Design, Automation and Test in Europe - Volume 1, DATE ’03, pages 11150–,

Washington, DC, USA, 2003. IEEE Computer Society.

73. T. M. Lynar, R. D. Herbert, S. Chivers, and W. J. Chivers. Resource allocation to conserve

energy in distributed computing. Int. J. Grid Util. Comput., 2(1):1–10, 2011.

74. H. Ma. QoS-driven composition analysis for component-based system development. PhD

thesis, Computer Science Department, Richardson, TX, USA, 2007. Adviser-Yen, I-Ling.

75. K. Ma and X. Wang. PGCapping: Exploiting Power Gating for Power Capping and

Core Lifetime Balancing in CMPs. In Proceedings of the 21st International Conference

on Parallel Architectures and Compilation Techniques, PACT ’12, pages 13–22, New York,

NY, USA, 2012. ACM. DOI: 10.1145/2370816.2370821.
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