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The paper presents an overview of the CFD/CAA code NOISEtte. The code development

began in the 2000s. At first it was a research code intended for elaboration of new methods and

techniques in CFD and CAA. Nowadays NOISEtte is actively used as a means for solving numer-

ically various applied problems in aviation industry, turbomachinery, helicopter manufacturing,

and space rocket engineering. The code operates on mixed-element unstructured meshes, its nu-

merical algorithm is built on higher-accuracy finite-volume methods using quasi-one-dimensional

edge-based reconstruction of flow variables. It is well suited for simulating complex turbulent flows,

and especially for high-fidelity scale-resolving simulation of non-stationary turbulent flows using

novel RANS-LES methods. A remarkable feature of NOISEtte is its original parallel model, which

allows computing with high efficiency on modern supercomputers with arbitrary architectures

including CPU cores and GPU accelerators.
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Introduction

The last decade in Russia was characterized by rapid development of software as a means of

solving a wide range of applied problems in various industries. In particular, this trend is clearly

visible in industries related to high-speed gas-dynamic flows. Among the currently actively devel-

oping Computational Fluid Dynamics (CFD) codes we can note LOGOS [36], FlowVision [9, 35],

CADFlo [75], SigmaFlow [34], SINF/Flag-S [48], Platform INMOST [45], HyCFS-R [66], Ger-

bera [76], FlowModellium [55] and some others. These codes have different features and different

levels of universality.

The NOISEtte code development began in the 2000s. At first it was a research code used for

elaboration of new methods and techniques in CFD and computational aeroacoustics (CAA).

The code operates on mixed-element unstructured meshes, its numerical algorithm is built on

higher-accuracy finite-volume methods using quasi-one-dimensional edge-based reconstruction

of flow variables. It is intended for simulating complex turbulent flows and acoustic fields, both

near and far, associated with them.

From the beginning of its creation, the development of NOISEtte was focused on the ability

to work efficiently on various computing systems, which, in turn, were also actively developing.

The initial version of the code was written in FORTRAN and was intended for computations in

single-processor mode. Since then the NOISEtte has changed revolutionary. Its current version

is written in C++ using MPI, OpenMP and OpenCL frameworks for parallel implementation

on modern CPU-based, GPU-based and hybrid computing systems.

While remaining a research code, nowadays the NOISEtte is actively used for solving numer-

ically various applied problems in aviation industry, turbomachinery, helicopter manufacturing,

space rocket engineering, etc. Its specialization is high-fidelity scale-resolving simulations of
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complex non-stationary turbulent flows using novel hybrid RANS-LES methods. In the field of

simulating turbulent flows and aeroacoustics, the closest analogue of the NOISEtte within the

world of CFD/CAA software is ANSYS [11].

This paper presents for the first time an almost complete overview of mathematical mod-

els, numerical methods and computational technologies implemented in the NOISEtte. It also

provides representative examples of its use in solving applied problems involving simulations

of turbulent flows and assessment of the acoustic fields generated by turbulent flows including

when interacting with nearby solid bodies. Special attention is paid to the modular architecture

of the code and its efficient heterogeneous parallel model on the basis of which the NOISEtte is

being developed.

The paper is organized as follows. Section 1 presents mathematical models and numerical

methods implemented in the NOISEtte. Section 2 describes the code architecture and parallel

implementation. The simulation techniques the code is equipped with are outlined in Section 3.

The last Section 4 presents the simulation results of various validation and industrial-oriented

problems. Conclusion summarizes the results of the work.

1. Mathematical Models and Numerical Methods

1.1. Governing Equations

The basic mathematical model used in the NOISEtte package for calculating the flow of

viscous compressible heat-conducting gas is the system of Navier–Stokes equations, written in

the form of the laws of mass, momentum and total energy conservation.

To take into account the flow around rotating solid non-deformable bodies, the system of

Navier–Stokes equations is considered in a non-inertial rotating frame of reference. The rotation

of the axes of this reference frame occurs around a selected fixed axis with a time-independent

angular velocity vector ω with the magnitude equal to the rotation speed of the solid body.

With this description, the streamlined solid body remains motionless, and the direction of the

external flow changes in time depending on the azimuthal angle ψ = |ω|t.
We introduce the vector of conservative variables to write the system of Navier–Stokes

equations in the conservation laws form

Q = (ρ, ρu, E)T ,

where u = (u1, u2, u3)
T is the velocity vector in absolute frame of reference, ρ is the density,

E = ρu2/2+ρε is the total energy, ε is the specific internal energy, p = ρε (γ − 1) is the pressure

defined by the ideal perfect gas state of equation, the constant γ is the specific ratio.

Let us also introduce the linear tangential velocity vector V = (V1, V2, V3)
T = ω × r where

r is the position vector. Then the system of Navier–Stokes equations in a non-inertial rotating

frame of reference can be written in the following vector form [4]:

∂Q

∂t
+∇ ·

(
FC (Q)−FR (Q)−FD (Q,∇Q)

)
= S (Q,∇Q) . (1)

System (1) includes composite vectors FC , FR and FD, each component of which FC
i , FR

i

and FD
i in coordinate direction xi (i = 1, 2, 3) represents the convective transport, the rotation

transport and diffusion flux vectors, respectively. Operator (∇·) is the divergence operator.
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The convective transport and the rotation flux vectors are given as a function of the physical

variables ρ, u, p:

FC
i (Q) = (ρui, ρuui + pei, (E + p)ui)

T ,

FR
i (Q) = (ρVi, ρuVi, EVi)

T ,

(2)

where ei = (δi1, δi2, δi3)
T is the row-vector of the identity matrix and δij is the Kronecker symbol.

The diffusion flux vector is defined as a function of physical variables and their gradients as

FD
i (Q,∇Q) = (0, τi1, τi2, τi3, τijuj + qi)

T , (3)

where the components of the viscous stress tensor τij and the heat flux vector qi can be written

as follows:

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi
− 2

3
δij
∂uk
∂xk

)
, qi =

µ

Pr

∂ε

∂xi
, (4)

where µ is the molecular viscosity coefficient, Pr the molecular Prandtl number.

Vector S (Q,∇Q) is a source term describing the influence of the external forces that are

not related to the transfer processes of the target variables Q:

S (Q,∇Q) = (0 ,−ρ (ω × u) , 0)T . (5)

It should be noted that, from the standpoint of an observer in the stationary frame of

reference, the system of equations (1)–(5) describes the evolution of conservative variables due

to their transport in the rotating (with velocity V ) media, the pressure gradient and the velocity

vector turn to the angle equal to |ω| t (implemented by the term −ρ (ω × u) in the momentum

equation). Note that in the numerical implementation of this system, the rotation velocity can

be interpreted as the velocity of moving mesh.

1.2. Turbulence Modeling

The numerical algorithm in the NOISEtte code includes both time-averaged and scale-

resolving approaches based on the system of Navier–Stokes equations for simulation of turbulent

flows. The former considers the Reynolds-Averaged Navier–Stokes (RANS) equations with the

Boussinesq eddy viscosity assumption as a closure. Several semi-empirical differential turbulence

models introducing up to four additional equations are implemented. They include the Spalart–

Allmaras [72] (SA) and the Menter SST [52] (two equations) models. Also, a few SST-based

laminar-turbulent (LT) transition models, both differential (the four equations Langtry–Menter

γ − R̃eθ,t [49] and one-equation γ [54]) and algebraic (LCTM [53] and KD-SST [74]) models are

realized [51].

The set of sub-grid scale (SGS) models for Large Eddy Simulation (LES) implemented in

the NOISEtte includes the Smagorinsky [71] and several modern enhanced LES models: WALE,

σ models [58]; S3PQR models [78].

We mostly use hybrid RANS-LES methods (HRLM) for scale resolving simulations in prac-

tice, thanks to optimal combination of accuracy and reduced computational cost [39]. Recent

versions [43, 69], along with the original ones, of the Detached Eddy Simulation (DES) are real-

ized. They are equipped by grey-area mitigation (GAM) [56] techniques for accelerating RANS-

to-LES transition in shear layers. The GAM techniques are based on combinations of dynamic
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adapting sub-grid scales and/or alternative LES models (e.g., σ [58] or a S3PQR model [78]). A

few enhanced dynamic sub-grid scale models are implemented: ∆̃ω, ∆SLA [56, 69]; ∆lsq [62, 79].

All sub-grid scale models, both static and dynamic, are realized [29] in accordance with the edge-

based methodology utilized in the NOISEtte . Also, a DES version with enhanced boundary layer

protection, namely, ZDES mode 2 EP [23], is implemented and being used for scale-resolving

simulation of turbulent flows.

Scale-resolving simulation often demands plausible turbulent pulsations upstream sensitive

regions of configurations under investigation, especially when attached or mildly separated flows

are considered. We impose artificial turbulence pulsations for these cases using the synthetic

turbulence generator (STG) [68] either on inlet boundaries or in a form of a distributed volume

source [67] (VSTG).

1.3. Higher-Accuracy Reconstruction-Based Methods

NOISEtte is a vertex-centered code on unstructured meshes. A 2D mesh may consist of

triangles and quadrilaterals. In 3D, tetrahedra, quadrilateral pyramids, triangular prisms, and

hexahedra mesh elements are allowed. A quadrilateral face of a 3D element is not assumed to

be planar.

A numerical solution is prescribed by the set of conservative variables at mesh nodes. For

the discretization of the convective terms, the family of edge-based reconstruction (EBR) finite-

volume schemes is used. Initially developed for smooth problems [2], they were generalized to

shock-capturing methods [13] and adapted for high-Reynolds number flows [14].

Like in other high-accuracy finite-volume schemes, the numerical fluxes are defined by a Rie-

mann solver applied to reconstructed values. The main feature of EBR schemes is the quasi-one-

dimensional reconstruction. Its computational costs are much lower compared to finite-volume

methods with the polynomial reconstruction. On unstructured meshes, the EBR schemes are at

most 1-exact. However, on uniform grid-like meshes (both hexahedral, prismatic, and tetrahe-

dral) they reduce to high-order finite-difference methods. For problems involving discontinuities

or shocks, WENO approach is adapted to the EBR paradigm, as well as many classical slope lim-

iters. The following numerical fluxes are implemented: Local Lax–Friedrichs (or Rusanov) [50],

HLLE, HLLC [77], Roe [64], Roe with a low-Mach preconditioner [42].

Scale-resolving simulation of turbulent flows using HRLM methods (e.g., DES) is effective

and resilient when a hybrid scheme for convective fluxes is applied. It is needed to maintain

both stability of the solution and low level of numerical dissipation in LES regions. The hybrid

scheme uses the adapting blend of the central-difference (CD) and upwind schemes based on

an extended numerical stencil with the special hybridizing function [44]. The hybrid version

of EBR scheme [28], along with CD and upwind, can involve local flow-dependent WENO-

reconstructions when subsonic and supersonic flows with shocks are considered.

For the discretization of the diffusion terms, the standard P1-Galerkin method and the

method of averaged element splittings (AES) are used [15]. On simplicial meshes, they coincide.

On Cartesian hexahedral meshes, AES yields the 7-point approximation of the Laplace opera-

tor (the P1-Galerkin method yields the 27-point approximation). On non-Cartesian hexahedral

meshes, both methods yield the 27-point approximation. However, the difference between them

is revealed when using implicit time integration for high-Reynolds number flows. For AES, we

keep only edge-connected nodes in the portrait of the flux Jacobian. This significantly reduces

the memory storage and the computational costs with marginal effects on the timestep size and
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on the stability of the computation. Our numerical experiments show that this is not possible

for the P1-Galerkin method [15].

For the time integration, backward differentiation formulas BDF1 and BDF2 are used. To

solve nonlinear algebraic systems, a simplified Newton method is used, and the linear systems

are solved using the BiCGStab solver [65]. Explicit Runge–Kutta schemes (up to 4th order) are

implemented as well.

2. Software Architecture and Parallel Computing

The code is written in C++ using MPI, OpenMP and OpenCL frameworks for parallel

implementation. It consists of a core computational library and connectable functional modules

that are linked to console applications for preprocessing, running simulations, and postprocessing

results (Fig. 1). The code is designed for maximum portability and can be used on Windows

and Linux, on a wide range of computing systems from workstations to hybrid supercomputers.

It has been tested on various computing architectures, including multicore CPUs (Intel, AMD,

IBM, ARM, Elbrus), manycore accelerators (Intel Xeon Phi KNC, KNL), GPUs (Intel, AMD,

NVIDIA), systems on a chip combining central and graphics processors.

NOISEtte-Core – main library with basic simulation functionality

Core Numerics

Numerical methods, simulation algorithm

Simulation

Flow

Solver

Executable

Plug-in Modules

MPI parallel module OpenCL parallel module

Mixing Plane

Linear Acoustics

Base 

infrastructure

Lineal Solvers

Preprocess

CommScheme

MPI preprocess
Mesh

processing

Postprocess

Averaging

Spectral Mesh Functions

FWH

Sliding mesh Incompressible Flows

Gas Eq. of State

NLH module

Wall Functions

Cell-Centered Schemes

Sponge Layer

Mesh Motion

IBC module Mesh Adaptation

Turbulence

DES LES SGSRANS STG

Interpolation

Multigrid

Figure 1. Code structure diagram

In order for the code to be used as a research platform for development of new numerical

methods and models, it is important that new functionality can be easily added. Therefore,

most components of numerical technology such as reconstruction of variables, Riemann solvers,

viscous terms, turbulence models, source terms, etc., allow extending the set of implemented

options or replacement with an external implementation. On the other hand, with such a modular

architecture, redundant functionality can be easily removed from the assembly, which allows us

to obtain configurable problem-specific solutions.

Since the NOISEtte code is designed primarily for high-fidelity, resource-intensive super-

computer simulations, the efficient use of modern hybrid high-performance computing systems
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is crucial. For this purpose, the computational algorithm is based on hierarchical multilevel par-

allelization. At the top level, the MPI standard is used to couple multiple nodes of a cluster

system. Then, second-level mesh partitioning is used to further distribute the workload among

computing devices of hybrid cluster nodes, such as CPUs and GPUs. MPI parallelization uses

asynchronous, non-blocking exchanges and allows communications to be hidden behind com-

putations to improve parallel efficiency, which is especially important for GPU computing. To

reduce the data transfer overhead, multi-threaded message processing is used as well.

At the next level, the OpenMP standard is used for multi-core central processors and many-

core accelerators. OpenMP parallelization is also based on multi-level mesh partitioning: subdo-

mains of computing devices are further decomposed among parallel threads. To eliminate race

conditions between threads, the interface zones between threads’ subdomains are separated and

moved to the next level, where a similar partitioning is applied.

Finally, the OpenCL open standard is used for massively parallel accelerators such as GPUs

(and can be used for CPUs as well). The implementation supports an automatic testing proce-

dure that ensures consistency of each kernel in use for a particular case, overlapping exchanges

and computations, and flexible configuration for different types of devices.

More information about our parallel technology can be found in [39]. The heterogeneous

parallel algorithm and its implementation are described in detail in [38], where the parallel

efficiency and performance on various supercomputers is presented.

The parallel capabilities can be summarized as follows. On CPU-based supercomputers,

at least several tens of thousands of cores can be efficiently used, provided that there are no

less than about 5–10 thousand mesh nodes per core. On GPU-based supercomputers, at least

dozens of GPUs can be used (perhaps, hundreds, but we have never tested that much), provided

that there are at least 0.5–1 million mesh nodes per device, depending on a model. The practical

equivalent of performance obtained from a modern GPU compared to a modern server processor

is around 100–200 cores. For a large number of devices, this can be around 300 CPU cores per

GPU device due to better parallel efficiency at the MPI level. For instance, 36 NVIDIA V100

GPUs perform as fast as about 10 thousand CPU cores (dual-CPU nodes with 24-core Intel

Xeon Platinum) on a mesh of about 80 million nodes.

3. Simulation Technologies

3.1. Multigrid Convergence Accelerator

Although the NOISEtte code is focused on time-accurate high-fidelity simulations, it can

also be used in stationary RANS simulations in industrial applications. For this purpose, the code

is equipped with a full approximation scheme multigrid (FAS MG) convergence accelerator [40].

The FAS MG speeds up RANS simulations by an order of magnitude by using 2–3 mesh levels

created by uniformly refining the coarse mesh and smoothing the refined ones [41]. In Fig. 2,

an example of RANS simulation acceleration is shown. It shows comparison of runtime on a

single mesh of about 20 million cells with a multigrid-accelerated simulation with 3 mesh levels.

The test case is a multistage axial compressor, the simulation is running on a single 32-core

CPU AMD EPYC 7542. The resulting acceleration is about 15 times. It should be noted that

in this case the NOISEtte code has outperformed the Numeca FINE/Turbo problem-oriented

commercial code (used as a reference) by a factor of ×1.7.
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Figure 2. Multigrid convergence acceleration example: input and output fluxes

(in relative values compared to the reference value) of a multistage axial compressor

on a mesh of about 20 million nodes

3.2. Dedicated Turbomachinery Techniques

Turbomachines (compressors and turbines) are characterized by the presence of many closely

located blade rows which rotate relative to each other. So, the flow in turbomachines is fun-

damentally unsteady in nature and characterized by many interacting harmonics. The distance

between adjacent rows is usually very low (about 5–50% of the blade chord), so their interac-

tion can be significant. However, the main aerodynamic characteristics of turbomachine units

(mass flow rate, total pressure ratio, efficiency) can be obtained considering only the steady

component of the rows interaction. The Mixing Plane (MP) technology [24] for matching the

flows on (rotor-stator) interfaces between rows was designed to meet these objectives. It as-

sumes the absence of circumferential flow non-uniformity in one of the matching rows when

determining characteristics in the other, and vice versa. The use of the MP significantly reduces

computational cost of turbomachines’ simulations since it allows using only one vane channel

(the vane wheel periodicity sector) per row for computation. The MP technique is implemented

in the NOISEtte and successfully validated [26] on a set of relevant turbomachinery problems.

It ensures conservation and low-reflection properties. The MP approach is realized within the

parallel framework of the NOISEtte supercomputer simulation code.

3.3. Sliding Meshes

The sliding meshes approach is used for the direct simulation of the governing equations

when two or more mesh parts move relative to each other.

In our implementation [5], each interface between these parts is either a planar solid of

revolution (“base”) or a lateral surface of a finite circular cylinder (“side”). These interfaces

appear naturally for axial and centrifugal fans, correspondingly. In the first case, an unstructured

triangular mesh should be used on the interface. In the latter case, the interface should be meshes

by a Cartesian (in cylindrical coordinates) generally non-uniform mesh.

The interfaces split the computational domain into several parts, and they do not change

in time. Each part is represented as a union of control volumes, which do not deform. In case

of the “side” interface, a control volume near a circular cylinder is no longer a polyhedron but

a curvilinear object. Control volumes never overlap and their shape is well-defined.
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A sliding interface introduces a strong irregularity to the mesh, so a linear reconstruction is

a good trade-off between the accuracy and robustness. The use of a slope limiter is recommended

even for shock-free problems.

3.4. Wall Functions

Although RANS, hybrid RANS-LES, and DES approaches significantly reduce the near-wall

mesh resolution requirements as compared with the direct numerical simulation, the cell size re-

strictions remain severe. Mesh resolution restrictions in the near-wall region can be considerably

reduced by applying wall function methods. To provide near wall accuracy a few types of wall

function methods are realized in the NOISEtte code.

The first one is a traditional approach, where the no-slip boundary conditions on the wall

is replaced by a matching condition between the outer turbulent boundary layer and the wall

function solutions at the exchange locations at the mesh points nearest to the wall. In this case,

the exchange location, expressed in terms of normalized coordinate, varies from node to node

and depends on a first near wall cell size [25]. It demonstrates high efficiency in a case of zero

pressure gradient flows and also is applicable for flows with the adverse pressure gradients but

with some restrictions.

An alternative wall function formulation in terms of a differential wall-stress boundary

condition admitting transfer of shear stress from the outer region of the boundary layer to the

wall has been recently proposed and implemented in the code. The developed penalized wall

function (PWF) method completely eliminates the need to explicitly determine the position

of the exchange location, as well as to interpolate the solution to this location [80, 84]. A

characteristic-based volume penalization method is used to transfer the friction velocity to the

wall, and the exchange location is specified implicitly by a localized source term in the boundary

layer equation that is written as a function of the normalized distance to the wall. The wall shear

stress, in turn, is determined by solving an auxiliary equation for the wall stress imposing the

analytical wall function solution through the characteristic-based volume penalization method.

This approach reduces the system of differential equations with nonlinear algebraic constraints

for the matching condition to a system of equations with a differential feedback loop provided

by characteristic penalization functions. The PWF method is successfully generalized to flows

with separation [81].

The provided methods are applicable with Spalart–Allmaras and k − ω RANS turbulence

models.

3.5. Immersed Boundary Method

The immersed boundary method (IBM) makes it possible to avoid the cost and difficulties

related to the construction of meshes and set boundary conditions on the surface of solid bodies

without positioning mesh nodes on the boundary of the obstacles, which greatly simplifies the

construction of the computational mesh, which is then solved in the entire domain of the problem

definition, including the rigid body. In the NOISEtte code the influence of an obstacle on the flow

could be mimicked by the Brinkman volume penalization (BP) method [8, 83] or Characteristic-

Based Volume Penalization (CBVP) method [3, 7]. These methods correspond to a separate

subclass of IBM, in which the effect of the presence of an obstacle is modelled by introducing

additional terms in differential equations that describe the evolution of a liquid or gas flow, after
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which the modified equations are discretized and solved using an appropriate computational

method.

In the BP method the obstacle is modelled as a porous medium with low permeability [10].

The formulation utilizes Brinkman-type penalization terms applied to the momentum and energy

equations inside of the obstacle. One of advantages of the BP method is the ability to control

the error through the penalization parameter with the proven convergence of the solution of

the penalized Navier–Stokes equations to the exact solution in the limit when the penalization

parameter tends to zero. The BP method, despite its ability to rigorously control the error of

the solution, is limited to problems with Dirichlet boundary conditions.

The CBVP method [20] exploits the hyperbolicity of characteristic-based forcing terms to

impose general homogeneous and inhomogeneous Neumann and Robin boundary conditions.

The penalized Navier–Stokes equations are solved to simulate flow around obstacles. In the

solid region the hyperbolic penalization equations are solved to propagate the solution from the

surface along the inward-pointing characteristics that enforce the desired value of derivative with

an a priori defined accuracy. The CBVP method maintains rigorous control of the error through

a priori chosen parameters for all type of boundary conditions.

The aforementioned methods could be used for modeling of flow in the presence of obstacles

moving under influence of external or induced forces [83].

3.6. Far Field Acoustics

We use the Lighthill acoustic analogy in the form of a modified version of the integral

Ffowcs Williams and Hawkings (FWH) method [33] in terms of retarded times based on formu-

lation 1A as proposed by Farassat [31] to predict far-field acoustics. The technology considers

accumulation of the data for further acoustical postprocessing on control surfaces excluding the

“quadrupole” volume terms. Control surfaces could either coincide with solid boundaries (solid

control surfaces) or be located in the flow (permeable control surfaces). The latter is mostly

used in practice. We apply additional techniques which enhance the results, e.g., reduce spuri-

ous non-physical noise. They involve usage of multiple nested permeable control surfaces with

consequent averaging the results over closing surfaces located downstream [70] and/or lateral

surfaces [46]. Also, the density-by-pressure substitution assuming the isentropic relations [73]

may be applied. The program implementation of the acoustical postprocessor has combined

MPI+OpenMP parallelization.

The case of a permeable control surface near a rotor requires a special treatment. If the

control surface is moving with the rotor, then the velocity of its points may approach or exceed

the sound speed, especially if the background flow is present. In this case the formulation 1A

fails, and a much more complex formulation (for instance, the emission-surface formulation [19])

is required. In order to avoid these difficulties, to predict the rotor noise, we use axial symmetric

control surfaces. Then the motion of the control surface reduces to a straight movement, which

is usually subsonic. The rotation of the control surface is replaced by a simple 1D interpolation

in the angular variable [12].

3.7. Arbitrary Lagrangian-Eulerian Approach

The NOISEtte package implements the Arbitrary-Lagrangian-Eulerian approach (ALE) to

constructing schemes for the moving hybrid [16]. The movement of the mesh involves recomput-
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ing the new position of all the nodes and rebuilding the finite (control) volumes at each time

step.

The basic equation defining the finite-volume ALE scheme was obtained by integrating the

equation (1) over a moving arbitrary control volume C(t) using the Gauss theorem for the

integral of the divergence of the transport fluxes and then applying the Reynolds transport

theorem to the integral from the partial derivative with respect to time.

Let C(t) be a computational cell on a given mesh with volume |Ci(t)| and Q̄i the integral

average of Q(t) over this cell. Then

d

dt

∫

Ci(t)

Q dV =
dQ̄i|Ci(t)|

dt
, |Ci(t)| =

∫

Ci(t)

dV, Q̄i =
1

|Ci(t)|

∫

Ci(t)

Q dV

and the basic equation of the ALE method can be expressed as follows

dQ̄i|Ci(t)|
dt

+

∫

∂Ci(t)

FC (Q) · n dS −
∫

∂Ci(t)

Q (V + V c) · n dS =

=

∫

Ci(t)

FD (Q,∇Q) dV +

∫

Ci(t)

S (Q,∇Q) dV,

where ∂Ci(t) is the boundary of cell, n is the unit external normal to the boundary ∂Ci(t), V c is

velocity of the boundary of the moving cell.

An important requirement for an ALE scheme is the fulfillment of the geometric conservation

law (GCL). The article [16] provides conditions for executing GCL for the explicit Runge–Kutta

methods and for the implicit schemes of the first and second order. The condition for the GCL

property to hold for an implicit first-order scheme is similar to the condition from the article [59],

where it is provided only for a simplicial mesh.

3.8. Elastic Mesh for Cyclic Pitch Control and Other Small Displacements

In the NOISEtte code the method of deformation of an unstructured hybrid mesh for sim-

ulating the flow near solid bodies performing small movements (according to external laws or

under the action of aerodynamic forces) is implemented. The proposed method is based on the

use of an auxiliary strand mesh, “tied” to a limited area of the computational mesh. Along

each strand, a one-dimensional compression-tension problem is solved to ensure smooth resizing

of mesh elements. Within the approach the computational mesh is divided into three disjoint

subdomains Ω1, Ω2, and Ω3 (Fig. 3a).

Domain Ω1 contains a moving object, the mesh nodes included in Ω1 move with this solid

body, and the mesh elements do not deform. Domain Ω1, as a rule, contains a boundary layer

resolution zone, the deformation of which can affect the quality of the mesh and, accordingly,

the calculation as a whole. Domain Ω3 contains all nodes located far from the surface of the

body that must remain motionless. Domain Ω2 lying between them is the deformation region,

in which the nodes of the computational mesh of an arbitrary structure are redistributed in

accordance with the law of the bodys motion so that at small displacements the mesh retains

its original topology and the quality of the elements and ensures a smooth change in the size of

the cells between regions Ω1 and Ω3.
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(a)

(b)

Figure 3. Deformation method: deformation zones (a) and mesh deformation example (b)

The efficiency of the method is demonstrated by solving two-dimensional and three-

dimensional problems of simulating the flow around isolated moving bodies of simple config-

uration [17].

The proposed method allows to simulate turbulent flow near moving solid bodies and appli-

cable for modelling a wide range of problems such as oscillating airfoils and wings, hinged rotor

blades movement with pitch control, etc.

4. Applications

4.1. Jet Flows

The NOISEtte scale-resolving algorithm has been successfully applied for simulations of

turbulent jets. Both near-field aerodynamics and far-field aeroacoustics were evaluated during

the investigations. The latter is strongly sensitive to resolving and dissipative features of a

numerical algorithm in use.

The subsonic (Mjet = 0.9) immersed round jet was considered in [28, 29, 62], where different

sides of scale-resolving simulation of jets were evaluated, including numerical schemes and GAM

properties of the HRLM approaches in use. The scale-resolving algorithm realized in NOISEtte

has demonstrated a possibility to provide sufficient accuracy on rather coarse meshes. The grid

convergence was demonstrated in [29] for the set of meshes containing from 1.5 to 33 million

nodes. Figure 4 demonstrates the results obtained using DDES+∆SLA.
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Figure 4. Subsonic turbulent jet: flow visualization (a) and mesh convergence results

for the DDES+∆SLA, both aerodynamics (b) and aeroacoustics (c)

NOISEtte CFD&CAA Supercomputer Code for Research and Applications

88 Supercomputing Frontiers and Innovations



Turbulent round jets with shocks were also simulated using the NOISEtte. The underex-

panded hot round jet was considered in [28]. The far-field noise results obtained on a rather

coarse mesh (about 4.5M nodes) are in a good agreement with the reference data (experimental

measurements and the computation using a structured research code). The paper [27] presents

the results of near-field characteristics of the dual-stream jet (slightly underexpanded supersonic

at the bypass duct and subsonic at the main duct). They are close to the experimental values

as well.

4.2. Transonic Flows

The NOISEtte scale-resolving algorithm has been successfully applied for simulations of

transonic turbulent flows. They include simple scientific configurations and complex industry-

oriented turbulent flows. Simulations of the M219 cavity were used [22] for analysis of self-

oscillation processes in open cavities. The supersonic flow over the inclined back-facing step

(BFS45) [27] was successfully simulated using the NOISEtte scale-resolving algorithm. Figure 5

demonstrates the results of computations validated using the experimental data available for

this benchmark test case. The meshes containing 15M and 108M (denoted as “refined”) were

used for simulations.

(a)
-1 0 1 2 3 4 5 6

0

0.5

1

 Exp.
NOISEtte

 SA IDDES
 SA IDDES refined

surface

(b)

Figure 5. BFS45: the instantaneous field of density gradient magnitude

(“numerical” shchlieren) superimposed on the experimental photo (a)

and averaged static pressure distribution over the surface (b)

The NOISEtte was used to solve industry-oriented problems considering simulation of tran-

sonic turbulent flows. Among variety of studied flow characteristics, pressure loads on solid

surfaces of a space rocket under different flow regimes were investigated (see Fig. 6).

Figure 6. Space rocket: flow visualizations

(isosurfaces of Q criterion colored by Mach number levels)
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4.3. Airframe Flows

To assess the ability of the NOISEtte code to reproduce aerodynamics of an airframe during

landing, we use the test case of the 4-th AIAA CFD High-Lift Prediction Workshop (HLPW4) [1].

This test case is based on the experimental data obtained in QinetiQ Low-Speed Wind Tunnel

for the 10%-scale NASA Common Research Model in High-Lift configuration (CRM-HL) [30].

Surface distributions of pressure coefficient obtained by RANS SA simulations on common work-

shop meshes demonstrate decent agreement with the corresponding experimental values (Fig. 7).

(a) Location of pressure tap

rows
(b) Row A (c) Row F

Figure 7. HLPW4 test case: simulation results (M = 0.2, Re = 5.49× 106, αcorr = 7.05◦)

We use the well-known 30P30N validation case [57, 60, 61] to test our code on solving

airframe noise problems [37]. The considered geometry is unswept wing segment based on the

three-element 30P30N airfoil in high-lift configuration (Fig. 8). We perform scale-resolving sim-

ulation using IDDES method and accumulate history of pressure pulsations in the points defined

by experiment setup. Comparison between corresponding numerical and experimental spectra

shows their reasonable agreement.

(a) Instantaneous flow field (b) Spectra at Point 6 (red arrow)

Figure 8. 30P30N test case: simulation results (M = 0.17, Re = 1.7× 106, α = 5.5◦)

After testing the NOISEtte code on validation cases related to aerodynamics and aeroa-

coustics of an airframe, we apply it for numerical assessment of noise generated by the wing

of supersonic business jet (SSBJ) during landing. Example of analogous study can be found

in [32, 47, 63]. We modelled the flow around half of full-scale SSBJ airframe prototype in high-

lift configuration using DDES method on hybrid unstructured mesh contained 62 million nodes

and 220 million cells with the zone of increased mesh resolution above the wing surface (Fig. 9).

During computation data is stored on FWH surface and at some near-field points to monitor

simulation state and to localize preliminarily the most prominent noise sources. When required

amount of data is accumulated, the FWH method is applied to obtain noise properties in the
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far-field. To perform this simulation (including data accumulation stage), 24 GPUs were used

for 3–4 days of pure computational time.

(a) Instantaneous flow field

(iso-surfaces of Q-criterion = 5000 [1/s2])

(b) Far-field noise spectra on

circle with radius of 150 m

Figure 9. SSBJ case: simulation results (M = 0.2, Re1m = 4.6× 106, α = 10◦)

4.4. Helicopter and Drone Rotors

The methods described above were applied for simulating the turbulent flow around rotor-

craft rotors and calculating its aerodynamic and acoustic characteristics.

Validation of the developed technique is carried out by simulating the turbulent flow around

the Caradonna-Tung rotor, the KNRTU-KAI four-blade model rotor in hover mode, tail rotor

in duct, rigid main rotor in forward flight regime, and the turbulent flow and far-field acoustics

of unmanned aerial vehicle (UAV) rotor. The numerical results are compared with the available

experimental data.

The first case was modelling of flow near the two-bladed Caradonna-Tung rotor [21]. The

RANS simulation results are in good agreement with experiment: the overall flow field (Fig. 10a),

the pressure coefficient distribution (Fig. 10b) and tip vortex evolution (Fig. 10c) are in good

agreement with the experiment.

In the second case the experiment performed in the Kazan Aviation Institute (KAI) was

reproduced in the numerical experiment. The near flow around scaled model of the four-bladed

rotor was modelled where the acoustics in near field was measured in the set of probes (Fig. 11a).

The pressure pulsation predicted in the numerical simulation fits in the experimental one taking

into account their scatter (Fig. 11b, 11c).

The third case was devoted to the numerical simulation of flow around the rigid helicopter

main rotor in forward flight [6]. The numerically obtained aerodynamic characteristics of the

main rotor were compared with the data of physical experiment. The locations of the cores of the

tip vortices repeat the trajectories of the blade tip motions with account for rotor rotation and

the oncoming flow. Such tip vortices behavior was successfully reproduced within the numerical

experiment. In Fig. 12a the trajectories of the tip vortices visualized by iso-surfaces of Q-criterion.
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Figure 10. Caradonna-Tung rotor simulation results
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Figure 11. KAI rotor near-field acoustics simulation results

The normal force coefficient profile along the blade span for azimuth 90◦ is shown in Fig. 12b.

It fits well both with experiment data and numerical simulation performed using commercial

CFD package.

The comparison of the pressure difference measured at two characteristic points on the

leading edge of the blade were considered. It shows that the values predicted in the numerical

experiment are rather accurate (see Fig. 12c).

(a) Tip vortices trajectories
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Figure 12. Rotor in forward flight numerical simulation results
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The fourth case represents simulations of turbulent flow around a two-bladed rotor of a

small-scale UAV [18]. Rotor aerodynamics and near-field acoustics were modeled using both

RANS and scale-resolving hybrid RANS-LES approaches (see Sec. 1.2). The far-field acoustics

were evaluated using the integral Ffowcs-Williams and Hawkings method described in Sec. 3.6.

The numerical results were compared with the available experimental data.
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Figure 13. Small-scaled UAV rotor simulation results

The simulations were carried out using hybrid supercomputer using several dozen GPUs with

techniques described in Sec. 2 . The performed computational experiments using the RANS and

IDDES methods confirmed that both approaches are capable to predict aerodynamics and tonal

noise of an isolated UAV propeller in hover with acceptable accuracy. The good agreement for

propeller thrust is well seen in Fig. 13a. Both RANS and IDDES gives good accuracy for first and

second tones of blade passing frequency (BPF) (Fig. 13b). At the same time the scale-resolving

approach is more accurate in prediction of first BPF tone amplitude for the whole azimuthal

directions range (Fig. 13c).

4.5. Turbomachinery

The turbomachinery cases considered while testing the realization of the MP technology [26]

include single rotor (e.g., Rotor67), axial turbines, axial and centrifugal compressors. The results

of simulations are well-compared both with reference data (mostly integral characteristics) and

the results obtained using commercial turbomachinery-oriented CFD software packages, such as

Cadence (former Numeca) FINE/Turbo.

Figures 14a and 14b demonstrate the results of computation of the Rotor67 test case. Head-

capacity characteristics (dependence of efficiency η on mass flow rate G) for this configuration are

presented in Fig. 14b. It is seen that the results with usage of the MP (upstream and downstream

the rotor) correlate well with the experimental data, results of simulations using the Cadence

FINE/Turbo commercial CFD software, as well as with the results obtained without rotor-stator

interfaces.

Figure 14c presents the relative Mach number field for 1.5 stage of the axial compressor case.

The NOISEtte results are well compared with those provided using the Cadence Fine/Turbo

(see [26] for details).
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(a) Rotor67 flow field
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Figure 14. Turbomachinery test cases: Rotor67 flow visualization (a) and head-capacity

characteristics (b); visualization of flow in an axial compressor (c)

Conclusion

The paper presents quite a complete overview of the CFD/CAA supercomputer code

NOISEtte. It provides a brief description of the mathematical models, numerical methods and

computational technologies implemented in the code. Notable qualities of the code include the

use of lower-cost higher-accuracy numerical methods on unstructured meshes (i), a focus on high-

fidelity simulations of complex non-stationary turbulent flows (ii), the developed techniques to

retrieve and analyze far acoustic fields (iii), and an effective heterogeneous parallel model that

allows to run computations with high efficiency on modern high-performance computing systems

with different architectures (iv). The paper specially contains many references to the authors’

publications, which provide an opportunity to get a deeper insight into the implemented algo-

rithms.
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