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Methodology for studying effects associated with periodic unsteady impact of neighbouring

rows in turbomachines is presented. The two-stage procedure of an investigation is as follows:

simulation using an approach based on solving the Reynolds-averaged Navier–Stokes equations

(RANS) of an entire turbomachine at the first stage and scale-resolving simulation (SRS) of a par-

ticular row at the second. The methodology exploits the following methods and technologies, which

are implemented in the NOISEtte computational algorithm: the nonlinear harmonics method as

a RANS approach to obtain unsteady inflow parameters for SRS; the hybrid Improved Delayed

Detached Eddy Simulation approach for SRS of the row under detailed study. SRS considers us-

ing the dynamic synthetic turbulence generator in a form of volumetric source terms (VSTG) to

reproduce unsteady periodic turbulent perturbations. A dynamic version of the VSTG, the pa-

rameters of which depend on the flow upstream the source region, is formulated. Details of the

parallel heterogeneous implementation of the dynamic VSTG are discussed. To demonstrate the

applicability of the presented methodology, a simulation of non-stationary effects in a cascade of

T106 low-pressure turbine blades was performed.

Keywords: turbulent flows, non-linear harmonics method, scale-resolving simulation, hybrid

RANS-LES approach, IDDES, CPU+GPU, MPI+OpenMP+OpenCL, synthetic turbulence.

Introduction

Increasing performance of computing resources and development of high-fidelity numerical

models, methods, and algorithms for CFD (Computational Fluid Dynamics) promotes further

engagement of scale resolving simulations (SRS) for solving turbomachinery problems [21, 29]. In

terms of modeling approaches, either direct numerical simulation (DNS) or wall-resolved large-

eddy simulation (WRLES) are mainly used due to the complex physical phenomena and flow

specifics that significantly affect the turbine or compressor performance (e.g., integral ones such

as total pressure losses or efficiency). The most impactful are the following: inflow turbulence pa-

rameters, laminar-turbulence transition on the suction side of a blade, the influence of upstream

unsteady perturbations caused by wakes from the previous row. Simulations are usually carried

out for simplified configurations like a plane-parallel blades cascade. Unsteady RANS (URANS)

and hybrid RANS-LES methods are exploited for high Reynolds number flows over more in-

dustrial configurations, e.g., simulations of the bypass duct of a turbofan engine [23, 28]. Most

investigations of a plane-parallel blades cascade (e.g., see [8, 15, 22]) consider homogeneous

inflow conditions by maintaining a specified turbulence intensity level. One of the necessary

components accompanying scale-resolving simulation for such investigations is a technique for

creating unsteady turbulent pulsations. It allows to replicate adequate flow characteristics up-

stream a blade under consideration. The impact of unsteady flow features, namely, wakes coming

from the previous stage, is less frequently studied. For instance, the T106 low-pressure turbine

(LPT) blades cascade was investigated using SRS in [11, 18, 32]. The test case is based on the

corresponding experimental data [27]. The incoming wakes produced by the moving bars in the

experiment, were simulated either artificially in [18, 32] or directly [11]. In the latter, the flow

behind the moving bars was modeled with a sliding interface to transfer the induced pertur-

bations to the domain with the T106 blade. This methodology is practically not applicable to
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industrial configurations, because consideration of an upstream row in SRS increases the cost

of the computation by several times, which is prohibitive given the already significant cost for a

row. Thus, a feasible technique should engage a technology for creating artificial pulsations.

The most efficient and widespread solution to consider turbulent caracteristics of the incom-

ing flow is to inject artificially generated pulsations of velocity. Among this class of techniques

the synthetic turbulence generator (STG), presented in [25], is considered to be quite an im-

pactful comprehensive solution ready for practical applications. Its most advantageous feature

is a possibility to obtain adequate turbulent fields at a relatively small distance downstream

the source region (also called “relaxation distance”). For instance, the relaxation distance for

boundary layer turbulence usually varies between 3 and 5 of its thicknesses, which is relatively

small. This feature is essential for turbomachinery because blade rows are mounted close to each

other. STG was formulated initially for the form of inlet boundary conditions and adjusted to

replicate boundary layer and shear layer turbulence. In [24], a methodology of its injection as a

distributed volume source (Volume STG, VSTG) was proposed. The flow in the highly loaded

T106C turbine cascade with different turbulent inflow conditions was investigated [8] by authors

of the present paper earlier. The VSTG was used there to reproduce an intake with a turbulence

level of 3%.

We present a methodology for studying effects associated with periodic impact of wakes from

the preceding row in turbomachines using SRS based on the dynamic VSTG. An essential part

of it is the nonlinear harmonics (NLH) method, implemented [7, 10] in NOISEtte [2, 13], which

is used to obtain unsteady inflow parameters in a preliminary RANS computation. In contrast

to the mixing plane technology [5, 9], which assumes circumferential uniformity, NLH allows

modeling of unsteady effects that are related to the blade-passing frequency of adjacent rows.

Thus, the time-dependent RANS solution can be restored and set in the form of an unsteady

boundary condition at the rotor-stator interface upstream the row which is being investigated

using SRS. In turn, VSTG is adapted to the capabilities of dynamically varying turbulent

flow downstream of the source region. We use the T106 LPT cascade, which is investigated

in [11, 18, 32], to demonstrate performance of the technology.

The paper is organized as follows. Section 1 presents short overview of mathematical models

and numerical methods implemented in the NOISEtte algorithm that are used for simulations.

Section 2 presents an overview of the proposed methodology. Section 3 is dedicated to the

dynamic version of VSTG including its parallel implementation and testing on a turbulent mixing

layer flow, which is similar to a wake downstream a turbomachine blade. Section 4 presents

the simulation results of the flow over T106A low-pressure turbine blades to demonstrate the

performance of the technology. Conclusion summarizes the results of the work.

1. NOISEtte: Mathematical Models and Numerical Methods

The numerical algorithm realized in the NOISEtte [2, 13] research code is based on the

Navier–Stokes equations for a compressible perfect gas.

We use the latest version of the hybrid non-zonal RANS-LES method IDDES [14] as an SRS

approach. Despite the fact that the flow over the T106 blade is actually simulated in LES regime

(we use a mesh with proper resolution), the RANS branch is required in the region downstream

the inlet boundary and upstream the VSTG source to conduct unsteady RANS solution (see

Section 2 for details). We use the recent version of the IDDES based on the Menter k − ω SST

model [17] and ∆SLA [19, 26] dynamic subgrid scale.
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NOISEtte is a vertex-centered code on mixed-element unstructured meshes. It is based on the

edge-based reconstruction scheme EBR [3], which provides higher accuracy for approximation of

convective fluxes. The method of averaged element splittings (AES) [4] is used for discretization

of the diffusion terms.

The 2nd order numerical scheme based on the backward differentiation formula is used. The

BDF1 was applied for RANS simulations and BDF2 for SRS. To solve nonlinear algebraic sys-

tems, a simplified Newton method is used, and the linear systems are solved using the BiCGStab

solver [20] with Gauss–Seidel method-based parallel preconditioner [16].

The parallel implementation of NOISEtte is based on MPI, OpenMP and OpenCL frame-

works. The heterogeneous parallel algorithm and its implementation are described in detail

in [13]. All simulations were carried out on GPUs.

2. Overview of the Methodology

The methodology is as follows (see Fig. 1 for visualization). Let us consider that a multi-

stage turbomachine is being examined, and a particular row, either rotor or stator, is needed to

be thoroughly investigated using SRS (a rotating row in Fig. 1). Thus, the study is divided into

two sequential stages.

1. RANS+NLH simulation of an entire turbomachine (RANS+NLH stage).

2. SRS simulation of a separate row with unsteady boundary conditions and the dynamic

VSTG (SRS stage).

Figure 1. Sketch of the two-stage methodology

The main goal of the first stage is to obtain unsteady inflow characteristics, which repro-

duce flow dynamics of the adjacent upstream row, mainly, wakes past the corresponding blade.

The simulation using NLH assumes only one vane channel per row with periodic boundary con-

ditions in the circumferential direction. As result of the computation, those distributions can

be extracted at every rotor-stator interface (RSI): averaged flow distributions of fields; Fourier

coefficients from an adjacent row, the perturbations of which are approximated using the flow

decomposition. Passing through the RSI, the stationary fields with respect to one stage turn into

unsteady fields relative to the adjacent domain, which rotates at a different speed. The corre-
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sponding formulas are given in [7]. Here we provide the formulas for the simplified configuration

that we consider (see Section 4).

The second stage assumes scale-resolving simulation of the row under consideration (see SRS

region in Fig. 1). The VSTG is imposed downstream the inlet boundary and upstream the blade.

All the required data for it could be obtained from the solution using RANS+NLH. The target

solution for the sponge layer can be extracted too. It is needed to properly dump perturbations

downstream the blade till the outlet boundary. Besides the NLH for the first stage, another

important part of the methodology is the involvement of Detached Eddy Simulation (DES) for

the SRS stage. The reason is that, operating within the RANS regime, it allows to conduct

unsteady periodic pulsations from the inlet boundary downstream towards the VSTG region.

More specifically, the IDDES approach [14] is the most eligible because it switches to SRS near

walls in the presence of resolved turbulence, either WRLES or WMLES (Wall-Modelled LES),

depending on the mesh resolution.

Both RANS+NLH and SRS stages assume consideration of one vane channel per row. But,

in case of non-multiplicity of the number of blades in adjacent rows, which is a common practice

for turbomachines, performing the SRS stage seems complicated. As for the RANS+NLH stage,

harmonic amplitudes for a domain are treated using the generalized periodicity BC with phase

shift. There are two options to deal with the non-multiplicity problem. The first is to slightly

change, namely, rescale, the geometry of a turbomachine, so that the number of blades in the

rows became a multiple, that, for instance, was done in [31]. This should not significantly affect

the aerodynamics, but allows the proposed technique to be used for a detailed study of unsteady

effects, with only one vane channel being resolved by the corresponding computational mesh.

The second option is to implement a generalized periodicity BC with phase shift for SRS.

3. Unsteady VSTG

3.1. Formulation

The VSTG [24] involves adding pulsations as source terms for a node, defined by the radius-

vector r = (x, y, z), to the momentum and energy equations by the following form

F(r) = CVSTGρU0u
′(r)α(r), (1)

where CVSTG = 1.1 is empirical constant, ρ = ρ(r) is density, U0 is characteristic convective

velocity inside the source region, u′ = u′(r) is the vector of velocity fluctuations computed using

the STG [25], α(r) is a weight function constructed so that its integral value along the streamwise

direction (denote it by τττ sw) throughout the source region equals to 1. An example of the source

region is depicted as “VSTG” in Fig. 1. Also, the transport equation for the turbulence kinetic

energy k is extended by the source term too:

Fk(r) = −ρU0α(r)ωmax
(
νSRS
t − νSMG

t , 0
)
, (2)

where ω = ω(r) is the specific turbulence dissipation rate, νSRS
t = νSRS

t (r) is actual turbulence

viscosity, νSMG
t = νSMG

t (r) is Smagorinsky eddy viscosity.

According to the STG formulation [24, 25], time-dependent velocity pulsations are calculated

as

u′(r, t) = Aijv
′(r, t), v′(r, t) = 2

√
(3/2)

Nm∑

n=1

√
qn[σσσn cos(kndn · r′ + φn)], (3)
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where Nm is the number of modes. Vectors σσσn and dn, and scalars φn and kn (amplitude of the

wave number vector of mode n) are equal for every node inside the VSTG source region and do

not depend on both space and time (see [25] for details). A = Aij(r) is defined by the Reynolds

stresses R = Rij(r) so that R = AᵀA. qn = qn(r) is normalized mode amplitude defined by

local turbulence energy spectrum. It depends on the length-scale lt = k1/2/ω obtained from the

RANS solution, which could vary in time in case of the unsteady inflow. Also, time-dependent

flow upstream the VSTG leads to variation of R.

The sketch depicting a fragment of the VSTG zone on some mesh is shown in Fig. 2. The

following sets of parameters and are assumed to be defined at the initialization of a computation,

and do not change during simulation: they are extracted from the RANS solution obtained at

the stage prior the scale-resolving simulation (RANS+NLH stage).

• The nodes {iVSTG} inside the VSTG source region (marked with circles in Fig. 2).

• “Frontal” nodes {iVSTG
f } ⊂ {iVSTG} are the nodes located at the very edge of the upstream

VSTG zone (marked with a star). Each VSTG node is associated with a front node by

being within a streamwise-aligned band, the width of which is determined by the average

mesh resolution ∆VSTG in the source area. It is considered that all nodes which have the

same frontal node inject pulsation with the same turbulent characteristics (Rij and lt).

• Rij and lt, in turn, are extracted from the “reference” nodes {ireff } (marked with a square),

which are the closest nodes to the points obtained by shifting the corresponding frontals

on the vector lus = Lusτττ sw upstream (the length Lus is usually several ∆VSTG).

• τττ sw, τττ tr, and τττ sp are the are orthogonal unit vectors, in the along-streamwise, transverse

and spanwise directions, respectively. τττ sw is obtained from the solution in the reference

nodes, τττ sp corresponds to the periodicity direction (e.g., circumferential for a rotating

machine).

The set of spatial modes and their parameters within the VSTG source region is defined at

the initialization too. It depends on the minimum mesh step inside the source region and the

maximum turbulent length scale. These parameters do not change over time, so the instantaneous

RANS solution with NLH harmonics can be taken to extract them. The averaged solution is

not suitable because it does not contain wakes past the blades from the previous step: they are

reproduced by a set of NLH harmonics.

Figure 2. Fragment of a mesh with the VSTG zone
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We define the pseudo-position vector r′ in (3) for the node with radius-vector r as

r′ = {ξ′, η′, ζ ′}, ξ′ = 2π (r · τττ sw − U0t)

kn max{le(r)} , η′ = r · τττ tr, ζ ′ = r · τττ sp. (4)

max{le(r)} in (4) is a function of lt and the distance to the wall. The formulation (4) is similar

to the original formulation of r′ as shown in formula (5) of [25]. It is transformed into this form

when the τsw direction is aligned with the positive direction of the OX axis.

The following parameters are updated during the simulation (they are taken from reference

nodes {ireff }) when a non-stationary periodic flow upstream the source region is considered: Rij

and lt.

Note that Shorstov [23] slightly modified the formulation (4) to provide adequate velocity

scales inside the source region: spatially variable distribution of convective velocity was assumed

instead of a single velocity scale U0. This option was implemented, but was not used for the

simulations presented in this paper, because it did not affect the turbulence generated by the

VSTG.

3.2. Parallel Implementation

The dynamic VSTG was implemented in both CPU and GPU versions of the finite-volume

computational algorithm for unstructured meshes, implemented in the parallel heterogeneous

code NOISEtte [2, 13]. The kernels realizing all computationally intensive procedures are incor-

porated in the GPU version.

All data required for VSTG operation is initialized before time stepping. Note that reference

nodes, which contain values needed to calculate Rij and lt, could not belong to the same MPI

domain as a VSTG node, in which artificial pulsations are generated. Thus, updating of these

defining parameters requires global MPI synchronization of all parallel processes. However, it

takes a negligible amount of time because the number of the reference nodes is very small.

The number of VSTG nodes is orders of magnitude smaller (usually it is about several

percent) than the number of mesh nodes. But they are distributed among MPI processes in a

highly unequal way, which of course leads to load imbalance. Moreover, the computational load

for a single VSTG node is quite large due to the cycle on harmonics (see equation (3)), which

can number in hundreds. As practice has shown, calculations implementing the formulas (1)–(3)

take on average about several percent of the time spent on processing the entire step.

The implementation of the dynamic version of VSTG revealed a similar problem to the one

mentioned in [12]. Initially, updating VSTG node parameters, namely, Rij and lt, was imple-

mented entirely on the CPU. It led to the situation that this procedure occupied a significant

part of the step (tens of percent). The most computationally intensive procedure that slows down

the computation is the recalculation of normalized mode amplitudes {qn}Nm

n=1 for each VSTG

node: its load is comparable to the calculation of source terms according to the formulas (1)–(3).

The static VSTG requires this cycle to be run only once per computation during initialization,

which is done entirely on the CPU. Therefore the recalculation of normalized mode amplitudes

was ported to the GPU too. As a result, only operations related to MPI exchanges remained on

the CPU, and the costs of dynamic VSTG operations do not exceed a few percent of the total

time step. This value can be reduced if the VSTG node parameters are not updated at every

time iteration.
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3.3. Testing on a Mixing Layer

The LaRC Turbulence Modeling Resource (TMR) 2D Mixing Layer case [1] is used for

validation of the VSTG in the static mode. Schematics of the flow configuration and simulation

set-up is presented in Fig. 3. It is characterized by the following parameters: ambient pressure

P∞ = 101325 Pa, temperature T∞ = 293 K, the freestream velocities are U1 = 41.54 m/s and

U2 = 22.4 m/s, the Reynolds number based on U1 and L = 1 m is Re = 2.76 · 106. The results

are evaluated using the experimental data [6].

Figure 3. Mixing layer: schematics of the flow configuration and simulation set-up

The simulations were carried out in two stages. 2D SST RANS solution was obtained at

the first stage using a low-Reynolds mesh (wall-normal mesh step ∆+
y,1 < 1) taken from [1] The

computational domain (see RANS domain in Fig. 3) fits into a rectangle −0.6 ≤ x/L ≤ 1.2

and −0.15 ≤ y/L ≤ 0.15}, the trailing edge is located at (0, 0). The freestream velocities were

set at the inlet: the upper one is at x/L = −0.6, the lower one – at x/L = −0.3. Ambient

pressure was prescribed at the outlet. The walls of the plate were treated as adiabatic no-slip.

At the second stage, the DDES [14] simulation was carried out using the 3D mesh containing

7.61 M nodes (220 nodes in the spanwise direction, along OZ axis). The profiles obtained using

2D SST RANS were imposed at the inlet, which is located at x/L = 0.2 (see DDES domain

in Fig. 3). The outlet boundary was extended till x/L = 2. The streamwise mesh step starts

from ∆x/L = 10−3 till ∆x/L = 4 ·10−3 at x/L = 1.1, and coarsens towards the outlet boundary.

The transverse mesh step starts from ∆y/L = 1.5 · 10−4 till ∆y/L = 6 · 10−4 at x/L = 1.1

along the line y = 0, and coarsens towards the outlet boundaries. The spanwise mesh step is

∆z/L = 5 · 10−4. The VSTG was imposed inside the region 0.23 ≤ x/L ≤ 0.25, the reference

nodes are located lus/L = 0.01 upstream.

An instantaneous snapshot of the vorticity magnitude from the SRS simulation is shown

in Fig. 3 (see visualisation within the DDES domain). The flow in the mixing layer becomes

plausibly turbulent rather quickly: the length of the relaxation period does not exceed its several

thicknesses. Averaged streamwise velocity profiles and Reynolds stresses are presented in Fig. 4.

Note that the x/L = 0.35 profile corresponds to a location approximately 6δω0 downstream

the VSTG zone (δω0 is the vorticity thickness at x/L = 0.2). It can be seen that the SRS

distributions are close to both the experimantal data and the RANS solution. The shape of the

graphs is captured properly, while peak values are slightly overestimated at x/L = 0.65.
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Figure 4. Mixing layer: profiles of averaged streamwise velocity and Reynolds stresses

4. Unsteady Flow over the T106 LPT Cascade

4.1. Computational Setup

The test case corresponds to an experimental LPT linear rig [27] with the following geo-

metrical details: inlet flow angle 45.5◦, axial chord Cx = 0.86C (C is chord), pitch P = 0.799C.

The T106 LPT cascade was investigated in [11, 18, 32], there is reference data for both steady

(without turbulent income) and unsteady regimes. The following parameters define the flow over

the T106 cascade: isentropic exit Mach number Ma2nd = 0.4, Reynolds number based on C and

exit velocity uout (hereinafter also denoted as uref) is 9.8 · 104. The Reynolds number based on

the inlet velocity uin is 5.1 · 104. The blade aspect ratio is 1.76, thus the flow is considered to be

nearly two-dimensional at mid-span. Schematics of the flow configuration and simulation set-up

is visualized in Fig. 5. The inlet boundary is located at x/C = −0.35, the outlet – at x/C = 2.05.

The point (x, y) = (0, 0) corresponds to the leading edge of the blade.

The effect of an upstream blade row is simulated by a moving cylinder wake generator

(moving bars) with a cylinder diameter d = 0.02C. The bars located at Cx upstream the leading

edge of the T106 blade move with tangential velocity ubar = 0.41uin along the OY axis down-
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Figure 5. T106: schematics of the flow configuration and simulation set-up

ward y. It is considered that blades do not affect the flow over bars, so we simulate the flow

over bars separately. The computational domain for the bars (see Fig. 6 top) is aligned with the

coordinate system for the blade. It is two times smaller along OY due to the fact that there

are two cylinders per pitch P and ranges from −1.72C to 1.032C along the OX axis. RANS

computation was performed in the coordinate system associated with the moving cylinders.

Figure 6. Moving bars: schematics of the flow configuration and simulation set-up

(a fragment of the bars domain at the top and of the bars-VSTG domain at the bottom

The following boundary conditions were applied in simulations: specified total pressure Pt,

total temperature Tt, flow direction and turbulence characteristics (k and ω) at the inflow
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boundaries; static pressure p at the outlet; periodicity along y and z directions. To generate

data for providing the unsteady boundary conditions for the SRS computation, the RANS

solution of the bars configuration at cross section x/C = −0.35 was decomposed by Nh spatial

harmonics with base wave number 2π/P (first harmonic). It was done for Pt, Tt, k and ω, but

not for flow directions due to their negligible variation. The fundamental frequency of relative

periodic flicker (actually, the blade passing frequency) of these spatial perturbations from bars

is equal to Ωbar = 2πP/ubar. Having Fourier coefficients {Q̃aj + iQ̃bj}Nh

j=0 (i is the imaginary unit)

for the variable Q, its instantaneous value Q(y, t) (it depends on the spatial coordinate y and

time t) at the inlet boundary is calculated by the formula

Q(t, y) = Q+

Nh∑

j=1

[(
Q̃aj cos(sj) + Q̃bj sin(sj)

)
cos(τj) +

(
Q̃bj cos(sj)− Q̃aj sin(sj)

)
sin(τj)

]
, (5)

where s = 2πy/P and τ = Ωbart, Q = Q0 is the averaged value of Q. The formula (5) is an

adaptation for the simplified configuration under study of the generalized formula to transform

the spatial harmonics stationary with respect to the rotor into unsteady time harmonics with

respect to the stator (see [7]).

The results of unsteady effects on the T106 blades were obtained in the following order:

1. 2D SST RANS simulation of a cylinder (Bars2D mesh, see Tab. 1).

2. Extraction of profiles for SRS, their decomposition into Nh spatial harmonics.

3. 3D SST IDDES simulations with unsteady inflow BC (T106 mesh).

Also, several auxiliary scale-resolving computations were performed, as follows.

• A computation for the bars configuration (3D bars domain) was carried out to obtain

the Reynolds stresses in the wake downstream the cylinder (the Bars3D mesh was used,

see Tab. 1) that were used as a reference for evaluation of results.

• To evaluate the capability of reproducing turbulence in the cylinder wake with VSTG based

on the parameters given by the RANS solution, computations on two meshes, Wake3Dc

and Wake3Df, were performed in the domain, the input boundary of which was the same

as for the T106 (at x/C = −0.35). A fragment of the computational domain is shown

in Fig. 6 bottom (see bars-VSTG domain).

Parameters of the unstructured meshes used for computations are shown in Tab. 1. All

3D meshes were generated by extrusion of a 2D mesh (e.g., Bars3D is based on Bars2D) along

the OZ axis with a constant step (denoted as ∆z). 2D quad-dominant meshes are isotropic except

for the near-wall region, where a proper number of layers with anisotropic elements were inserted

to meet the ∆+
wn,1 < 1 condition. Isotropic resolution with the corresponding maximum mesh

step ∆xy
max was maintained in the area specified as “∆xy

max area” in Tab. 1. Also, the following

designations are used in Tab. 1: Nn and Nn,2D are the total numbers of nodes in the 3D and

2D meshes, respectively; Nz is the number of cells in the spanwise direction.

IDDES was used for all scale-resolving computations. The RANS regime of IDDES was

forced from the input boundary down to the VSTG region. Otherwise, the RANS solution was

damped fairly quickly by operating in LES mode. The VSTG zone −0.31 ≤ x/C ≤ −0.275 is

fixed for all computations where it was used, the reference nodes are located 0.03C upstream the

source area. Downstream the VSTG zone the IDDES operates in the LES regime, including the

near-wall regions. Distributions of mesh steps (in wall-law variables) along the T106 blade surface

from the unsteady simulation are presented in Fig. 7. It is evident from this that the mesh has

sufficient resolution for WRLES. The upwind EBR3 scheme was used for RANS simulations,
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Table 1. Parameters of meshes for T106 LPT related computations

Mesh Nn Nn,2D Nz ∆z/C ∆xy
max/C ∆xy

max area

Bars2D 0.282M – – – 1.5 · 10−3 −1.05 ≤ x/C ≤ 0.35

Bars3D 14.4M 0.282M 50 1.5 · 10−3 1.5 · 10−3 −1.05 ≤ x/C ≤ 0.35

Wake3Dc 3.68M 0.072M 50 1.5 · 10−3 3 · 10−3 0.35 ≤ x/C ≤ 0.35

Wake3Df 6.76M 0.133M 50 1.5 · 10−3 1.5 · 10−3 0.35 ≤ x/C ≤ 0.35

T106 18M 0.175M 100 1.5 · 10−3 3 · 10−3 0.35 ≤ x/C ≤ 1.5

while the lower-dissipation EBR4 scheme blended with EBR3 (with the coefficient 0.01) was

exploited for SRS. The global CourantFriedrichsLewy (CFL) condition, CFLmax = 40, was set

for all scale-resolving computations. The local CFL values did not exceed 1 in the disturbed

flow areas, which is needed to resolve well all relevant turbulent time scales. The time step

∆tuout/C slightly varied dynamically according to the global CFL condition, the average value

was 1.23 · 10−3. To accumulate the average flow statistics, we used averaging in time and in

space along the homogeneous direction. The transient period of the simulations started from

a preliminary 2D RANS solution is 8C/uout. After the transient period, the time integration

interval of data accumulation is 30C/uout, which is more than sufficient to obtain converged

flows parameters.

−1.0 −0.5 0.0 0.5 1.0
x/Cx

0

5

10

15

20

∆+

∆+
τ

∆+
z

Figure 7. T106: distributions of wall-tangent ∆+
τ and spanwise ∆+

z mesh steps

at the pressure (x/Cx < 0) and suction (x/Cx ≥ 0) sides of the blade

All scale-resolving simulations were performed on NVIDIA V100 GPUs (900 GB/s). One

timestep for simulation of the T106 blades cascade (unsteady regime) on 4 GPUs in the K60-

GPU cluster (1 node with 2 Intel Xeon Gold 6142 CPUs and 4 GPUs) takes approximately 0.9 s

of wall clock time. Consequently, it takes about 2 hours to simulate the period 10C/uout. Note

that all VSTG nodes (their number is about 1.5% of the total number of nodes) belong to the

first MPI domain (of four), so all source-related operations are performed by only one GPU (for

four). The number of STG modes is 167.

4.2. Results

The results of the computations preceding SRS of the T106 blades cascade are presented in

Figures 8 and 9: profiles of the Reynolds stresses are shown in Fig. 8, Pt and k distributions

are presented in Fig. 9 (here pref = ρrefu
2
ref , where ρref is the density at the outlet of the blades
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cascade). The latter contains approximations based on spatial Fourier decomposition depending

on the number of harmonics Nh too. The cross section x/C = −0.35 corresponds to the inlet

boundary for the T106 domain (and for the bars-VSTG domain too), x/C = −0.1 is a section

slightly upstream the leading edge of the blade. It is clearly seen that the Reynolds stresses

obtained using RANS differ from the SRS results, which we consider as a reference. The shape

of the graphs and peak values in Fig. 8 correlate well, whereas the main discrepancy lies in the

region outside the center of the wake: turbulence levels are much higher there. Underestimation

is related to limitations of the SST RANS model to predict flow characteristics past bluff bodies

such as a round cylinder: presence of coherent structures and their downstream evolution is not

considered correctly. However, shear layers characteristics downstream streamlined bodies (e.g.,

aerodynamic profiles or blades of rotating machines) are usually captured more accurately by

Boussinesq-type turbulence models. Comparing the results obtained on the meshes Wake3Dc

and Wake3Df, we conclude that the resolution of the Wake3Dc mesh is sufficient to provide

adequate turbulence generated by the VSTG, the parameters of which are set based on the

RANS solution. Note that the Wake3Dc mesh has the same resolution as the T106 one.
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Figure 8. Bar results: profiles of normal Reynolds stresses (rms values)

Evaluating the graphs in Fig. 9, it can be seen that actual distributions of fields are approx-

imated quite accurate by spatial harmonics starting from Nh = 5. After this value the difference

between restored functions lies in the region outside peaks. We applied Nh = 15 to set unsteady

BC for the T106 computation. Note that there are deviations of the approximated functions

with values less than zero for turbulence kinetic energy, that is not appropriate. We limited the

k values reconstructed through the sum of harmonics to zero from below to solve this problem.

Distributions of vorticity magnitude |Ω| at three consecutive time instants with a step

0.615C/uout are shown in Fig. 10. It can be seen that artificial pulsations within the VSTG

quickly transform into plausible resolved turbulence at a distance of about 2-3 thicknesses of
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Figure 9. Bar results: profiles of variables – actual and reconstructed

by the corresponding number of harmonics Nh

the source zone downstream. These wakes interfere with both pressure and suction sides of

the blade. The boundary layer at the suction side states predominantly laminar except for a

very small region located in close proximity to the trailing edge downstream the reattachment

after a bubble-type LT transition (it is almost indistinguishable from the visualizations shown

in Fig. 10). On the pressure side, near-wall turbulence appears after interference with the tails

of periodic wakes.

Figure 10. T106: distributions of vorticity magnitude at three consecutive time instants

with a step 0.615C/uout

The effect of unsteady periodic perturbations is clearly manifested in the distributions of

pressure Cp coefficient and friction Cf coefficient (for the suction side only) presented in Fig. 11.

First of all, we note good agreement with the experimental data for both regimes, with zero

turbulence level at the inlet (denoted as “SRS steady”) and with unsteady perturbations (“SRS

VSTG unsteady”). The presence of the so-called bubble laminar turbulent (LT) transition on

the suction side of the blade characterizes the first regime. There is also a small laminar bubble

near the leading edge (see the Cf distribution of SRS steady in Fig. 11 c). As for the unsteady

regime, the wakes interfere with the blade, causing the LT transition zone to move closer to

the trailing edge and the recirculation zone to become noticeably smaller. In this case, the

separation near the leading edge disappears completely. The LES simulation of the regime with

unsteady perturbations from [11] predicted the absence of a bubble near the trailing edge, i.e.,

the transition becomes a bypass rather than of a bubble type. As a consequence, their results are

in better agreement with the experiment in the region x/Cx > 0.6. But the flow over the bars

was reproduced more “realistic” in [11]: pulsations were not simulated artificially. Therefore,

we attribute the lower accuracy of our results to the limited accuracy of the RANS solution on
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Figure 11. T106 results: averaged distributions of pressure (Cp) and friction (Cf ) coefficients

the basis of which the pulsations are generated and, in general, to the difficulty in reproducing

turbulence with the presence of specific coherent structures using the generator we apply. This

is despite the computational meshes used, which are close in resolution (our mesh to the mesh

from [11]). However, in turbomachines, the blade wakes are closer to the mixing layers, for the

artificial reproduction of which the STG is better adapted.

Conclusion

The methodology for studying the effects associated with periodic unsteady impact from

the preceding row in turbomachines using scale-resolving simulation is presented. It considers

the two-stage procedure of an investigation: RANS simulation of an entire turbomachine at the

first stage; SRS of the row under consideration at the second. The methodology is based on

the following methods and technologies, which are implemented in the NOISEtte computational

algorithm.

• Nonlinear harmonics method which is used to obtain unsteady inflow parameters for SRS

in a preliminary RANS computation.

• Hybrid RANS-LES IDDES approach for scale-resolving simulation of the row under de-

tailed study.

• Dynamic VSTG to reproduce unsteady periodic turbulent perturbations within the SRS

stage.

The VSTG is adapted to the capabilities of dynamically varying turbulent flow downstream

of the source region. All computationally intensive calculations are conducted using the GPU

version of the NOISEtte code following its heterogeneous MPI+OpenMP+OpenCL paralleliza-

tion model. All possible operations of scale-resolving computations are efficiently performed on
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graphic accelerators. The primary issue is attributed to the fact that, due to the locality of

the source region and the substantial computational load associated with its operation, a load

imbalance arises in the context of MPI parallelism (only one GPU of multiple GPUs could be

loaded with VSTG-related operations).

The advantage of the methodology is that the most computationally intensive part, namely,

scale-resolving simulation, is carried out only for one domain representing a periodic sector of

a row, the characteristics which are studied in detail. At the same time, the use of NLH allows

to obtain plausible inflow conditions representing the unsteadiness of adjacent rows for realistic

turbomachines.

The simulation of unsteady effects at the T106 LPT cascade was performed to demonstrate

applicability of the methodology presented. The obtained results correlate well with the ex-

perimental data for both simulated regimes, with zero turbulence level at the inlet and with

unsteady perturbations. However, it was not possible to exactly reproduce the effect of the pe-

riodic wakes on the T10C blades cascade, likely due to the insufficiently accurate reproduction

of the flow downstream the cylinders using VSTG. It is therefore evident that the capabilities of

the proposed technique are constrained by the capabilities of the synthetic turbulence generator

that is utilised. In the context of realistic turbomachines, the blade wakes are in closer proximity

to the mixing layers. And the VSTG is better adjusted to the artificial reproduction of them.

Consequently, the proposed technology appears to be a potentially viable solution.

Subsequent research will address the potential for reducing the computational cost of op-

erations associated with VSTG. Also, there is a strong interest in the full application of the

developed technology, i.e., on a realistic turbomachinery problem (multi-stage turbomachine),

where the non-simplified NLH technology is employed at the RANS stage.
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