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E.M. Kirilin, A.A. Bochkova, N.V. Panin, I.V. Pochinok, V. Švedas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Search for Ligands Complementary to the 430-cavity of Influenza Virus
Neuraminidase by Virtual Screening
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Computational Characterization of N-acetylaspartylglutamate

Synthetase: From the Protein Primary Sequence to Plausible

Catalytic Mechanism

Igor V. Polyakov1,2 , Artem E. Kniga1,2 , Alexander V. Nemukhin1,2
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The methods of supercomputer molecular modeling are applied to characterize structure

and dynamics of one of the key human brain enzymes, N-acetylaspartylglutamate synthetase.

The three-dimensional all-atom models of the enzyme with the reactants in the active site are

constructed in several steps, starting from pilot protein structure in the apo-form obtained with the

AlphaFold2 from the protein primary sequence. Deposition of reactant molecules into the protein

cavity, construction of the reaction intermediate and relaxation of the complex are carried out

with the help of large-scale classical molecular dynamics calculations. On the top of the construct,

molecular dynamics simulations with the quantum mechanics/molecular mechanics interaction

potentials are performed for the most promising conformations of the model system. Analysis of

the latter allows us to propose plausible catalytic mechanisms of chemical reactions in the enzyme

active site. The applied computational strategy opens the way towards ab initio enzymology using

modern supercomputer simulations.

Keywords: molecular dynamics, quantum mechanics/molecular mechanics, QM/MM MD,

GPU-accelerated algorithms, N-acetylaspartylglutamate synthetase, enzyme-substrate complexes,

reaction intermediates.

Introduction

High-performance computing plays an increasingly important role in life sciences, includ-

ing simulations of chemical reactions in enzymes using advanced modeling methods based on

the quantum mechanics/molecular mechanics (QM/MM) theory [1, 13, 14]. A practical goal

of these simulations is to exploit the obtained information on structures and dynamics in pro-

tein systems for prediction of novel prospective drugs to fight human diseases [2]. Usually, such

calculations are based upon the available experimental results, such as three-dimensional struc-

tures of macromolecules deposited in the Protein Data Bank (PDB) [6]. However, even in this

case, raw crystallographic or nuclear magnetic resonance spectroscopy data undergo significant

computational refinement [23] before deposition in the structure databanks.

The amount of available protein sequences and structural data enabled a number of tools

to predict 3D protein structures [15] including the neural network-based models such as Al-

phaFold2 [12], which is claimed to be “demonstrating accuracy competitive with experimental

structures in a majority of cases and greatly outperforming other methods” in the challenging

14th Critical Assessment of protein Structure Prediction (CASP14). However, very limited in-

formation if any is available, whether such structures are useful to enable accurate simulations

using the QM/MM-based approaches to obtain enzymatic reaction mechanisms, locate reaction

intermediates and evaluate energy profiles. Classical molecular dynamics (MD) simulations are

routinely used to prepare structures for the QM/MM simulations and to refine the computa-

tionally predicted structures [10]. The downside of computational prediction of accurate protein

structure and dynamics by using the all-atom classical MD is the amount of computational ef-
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fort required to obtain reliable results, because a swarm of trajectories that cover microsecond

timescales are needed [10].

On the upside, the recent developments in the MD simulation software with the GPU-

resident version of NAMD 3.0 [19] promise great advances for the classical MD with the GPU-

heavy supercomputers. Specifically, each trajectory can be efficiently calculated on a single

GPU without significant load on the CPU and interconnect. Thus, many MD trajectories can be

executed at the same time with high performance and efficient hardware utilization. The follower

of the classical MD, i.e. molecular dynamics simulations with QM/MM potentials (QM/MM

MD), benefit greatly from such GPU systems as well, if the NAMD/Terachem software stack

is used [16, 22]. Original implementation of the NAMD QM/MM script interface to Terachem

used to have some pitfalls, which have been recently fixed [13]. In this work, we use the high-

performance classical MD and QM/MM MD calculations in order to characterize structure and

dynamics of the acylphosphate reaction intermediate in the catalytic cycle of the key human

brain enzyme, N-acetylaspartylglutamate synthetase (NAAGS), responsible for the formation of

the most abundant brain dipeptide N-acetylaspartylglutamate (NAAG) [4]. This dipeptide acts

as a retrograde neurotransmitter selectively localized in the glutamatergic synapses; it plays an

essential role in cognition and memory consolidation underlying the novel object recognition

task [5].

We have previously described computer simulations aimed to predict the reaction mecha-

nism of the related enzyme, N-acetylglutamate synthase [20] and to characterize formation of

a very abundant human neuropeptide N-acetylaspartate (NAA), one of the reactants in NAAG

synthesis [21]. An essential feature of the present project is that no relevant structure of NAAG

synthetase enzyme is available in the PDB. Therefore, we ought to apply modern computational

methods to construct a full-atom three-dimensional structure of the enzyme on the base of its

primary amino acid sequence and to deposit reaction species into the enzyme active site. This

is a heavy computationally demanding task, which requires the use of supercomputer facilities.

A tentative scheme of NAAG synthesis is outlined in Fig. 1; however, no attempts are

known to specify the reaction mechanism. Thus, our computationally derived data present the

first approach to characterize this important process.

Figure 1. Expected reaction mechanism of the synthesis of N-acetylaspartylglutamate
(NAAG).N-acetylaspartate (NAA), glutamate (Glu) as the nucleophile (Nuc) and adenosine
triphosphate are the reactants

The left panel in Fig. 2 shows the model system to be used for simulation of the reaction.

Chemical formulae of three reactants are presented in the right panels.

We describe, in this work, the initial step of the construction of the acylphosphate reaction

intermediate (see the central panel in Fig. 1). Rationalization of structural and dynamical fea-

tures of this intermediate is a necessary stage of the entire project, because attempts to build
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Figure 2. Computationally derived model system. Conventionally, α-helices of the protein are
shown in red, β-sheets in cyan. The reactants are schematically shown as the dark blue space-
filled spheres. The red dots surrounding the protein refer to solvation water shells

in silico enzyme-substrate complexes without knowledge of relevant structures from PDB would

most probably lead to highly uncertain starting points in modelling the reaction mechanism.

1. Computational Methods

The primary amino acid sequence of the NAAGS sequence coded by the RIMKLA gene

(Ribosomal Modification Protein RimK Like Family Member A) was taken from the UniPro-

tKB [3] record Q8IXN7. Multiple sequence alignment was obtained with MMSEQ2 search [24]

using a local installation of ColabFold pipeline featuring AlphaFold2 model for protein structure

prediction [17]. The pipeline was run with a default preset of parameters for monomeric proteins.

The obtained AlphaFold model structure did not contain any ligands or water molecules;

hence, an extensive active site reconstruction was required. To assist this step, the crystal struc-

tures PDB ID: 1GSA [9] and 2DLN [8] were taken as reference structures to construct the

acylphosphate intermediate, namely, to introduce two magnesium ions, ADP, acylphosphate

(NAA-PO3) and Glu. We aligned and positioned ADP with the hydrogen bonds to Val192,

Lys190, Gly161 main chain atoms; Gln189, Lys154, Asp199, Lys111 side chain atoms; magne-

sium ions and their coordination spheres with the contacts to ADP, NAA-PO3, Glu273, Asp260,

Asn275 and water molecules; NAA-PO3 was coordinated by Arg160, Arg201, magnesium atoms

and water molecules. Unlike for other ligands, no clear reference could be found for the gluta-

mate position; hence, several starting positions were chosen to assist the C-N bond formation

during the reaction progress (Fig. 1). Water molecules were initially added to the AlphaFold

model by the Dowser++ [18] software. Several water molecules were removed to avoid clashes

with the ligands in the active site. The model was solvated and made charge-neutral through

adding the counter-ions with VMD [11]. The model contains 39346 atoms in total.

Classical molecular dynamics simulation with NAMD [19] was chosen as an approach to

refine the designed structures before running the QM/MM MD calculations. Simulations were

Computational Characterization of N-acetylaspartylglutamate Synthetase...
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carried out assuming the isothermalisobaric (NPT) ensemble at P = 1 atm and T = 300 K using

the Nos-Hoover Langevin piston pressure control and Langevin dynamics, integration step was

set to 1 fs. Periodic boundary conditions along with the particle mesh Ewald method to account

for the long-range electrostatic interactions were employed.

At first, harmonic restraint potential was applied to all protein backbone atoms to equili-

brate the initial models. This is a standard practice [10] in the MD refinement protocols, the

simulations were run for at least 100 ns each. All the constraints were released at the second

step of the model refinement. At this step, we faced certain difficulties, because long trajecto-

ries ended up with the protein reorientation towards a shorter periodic cell dimension, which

resulted in an artefact of MD simulations with the imposed boundary conditions, the forma-

tion of thread-like megastructures accounting for the periodicity. To overcome this difficulty, we

restarted calculations from the constrained trajectories with most of the constraints released

except for the CA atoms of the β-sheets (although the CA atoms of the β-sheets near the ac-

tive site were constrained). In this approach, the protein conformational flexibility is greatly

enhanced, as compared to initial restrained trajectories, but the periodicity artefacts can be

avoided.

NAMD 3.0 was employed in order to fully harvest computational capabilities of the DGX2

supercomputer. A DGX2 node enabled us to run parallel swarms of trajectories of up to 16

simultaneously with all the GPUs and only 16 CPU cores utilized with the GPU-resident version

of NAMD with CUDASOAintegrate option set to “on”. A total amount of 1.3 Tb of classical

MD trajectories was produced, which accounts for 29 000 ns, whereas 1600 ns can be produced

per day using all the Tesla V100 GPUs of a DGX2 node.

Four frames from the significantly different and stable classical MD trajectories were selected

to start QM/MM MD simulations. The QM part contained 135 atoms described by the density

function theory with the PBE0 hybrid functional, D3 dispersion corrections and 6-31G** basis

set with 1395 basis functions in total. The QM system included NAA-PO3, ADP (cut on the

C4’-C5’ bond), two magnesium atoms; Arg160, Arg201, Arg215, Glu273, Asp260, Asn275 side

chains and water molecules.

QM/MM simulations were run with the NAMD/Terachem [16, 22] software and the modified

interface [13]. Combined length of computed QM/MM MD trajectories was over 50 ps, with a

performance of ≈1.5 ps/day per GPU.

2. Analysis of the Designed Protein Structure

As described above, we designed computationally the model system in the conformation

of the reaction intermediate containing phosphorylated NAA (see the central panel in Fig. 1).

This structure is the best starting point for future simulations of the full energy profile, because

attempts to begin construction from the enzyme-substrate complex, that is from the enzyme

with the reactants (the left panel in Fig. 1), should be prohibitively expensive due to the expected

huge conformation flexibility of the protein with reactants.

The model system used in simulations is composed of the protein with the embedded ligands,

phosphorylated NAA, Glu, and ADP (see Fig. 1), surrounded by the shell of water molecules.

The ligands are sandwiched between two β-strands formed by the amino acid residues #163-168,

185-191 on the one side and by five β-strands that include residues from the range of 197 to 277.

The two loops consisting of residues #158–162 and 218-230 form a gate-like contact between

these β-sheets.

I.V. Polyakov, A.E. Kniga, A.V. Nemukhin
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Figure 3 illustrates a typical MD frame of the system showing the atoms of the reaction

intermediate. The specified distances between Glu and NAA-PO3 (the C-N distance, 3.4 Å), be-

tween NAA-PO3 and ADP (the distance 3.1 Å between the phosphorus atom of the γ-phosphate

group covalently bound to NAA and the oxygen atom of the β-phosphate), are given only to

illustrate geometry parameters, which are fluctuating along MD trajectories.

Figure 3. A structure of the reaction intermediate containing the acetylphosphate species with
the phosphorylated NAA. The dashed dark blue arrows indicate the direction of nucleophilic
attack along the N-C distance and the break of the C-O bond to form NAAGS, as well as the
coordinate of the bond P-O breakage in the initial ATP molecule

Both visual MD trajectory inspection and trajectory RMSD (root mean square deviation)

analysis (Fig. 4) show that the overall protein structure remains stable during all classical MD

trajectories. The RMSD from the predicted model calculated over all the CA atoms is in the

range of 3-3.5 Å.

Maintaining the original protein fold is not enough for the model to be useful in further

QM/MM MD calculations, which strongly depend on the conformation of the active site. While

all four presented trajectories show somewhat different but stable conformations within their

active sites, only trajectories 1 and 2 maintain the active site conformation during 400 ns.

Trajectories 3 and 4 show degradation of the active site. This is not evident from the Fig. 4,

but the RMSF (root mean square fluctuation) analysis (Fig. 5) provides additional data. Many

movements observed via the RMSF analysis were found in all trajectories, and do not contribute

to destabilize configurations of the active site. For example, those are large deviations near the

C- and N-terminus; the regions #132-150, 170-180, which are covered by the α-helices connected

by loops to the β-strands: they are expected to be more flexible than the β-sheets. The residues

#158-162 and 218-230 from a gate-like contact, connecting the β-sheet structures (Fig. 6), show

the most variance (see also Fig. 5) for the trajectory 3, and this movement correlates with the

active site destabilization. For the trajectory 4, no such correlation in the RMSF analysis is

observed. The visual inspection of this trajectory reveals that the movement of the side chain of

Arg160, which coordinates NAA-PO3, is associated with the active site conformational change.

In many other trajectories, which are not shown in the manuscript, the discussed issues, namely,

Computational Characterization of N-acetylaspartylglutamate Synthetase...
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Figure 4. RMSD of the CA atoms compared to the original AlphaFold2 model during selected
classical MD runs

lack of stable loop contact forming a gate or destabilization of Arg160 side chain contact to

the NAA-PO3, are associated with the active cite structure degradation or destruction. It is

important to follow, whether Glu drifts away or the NAA-PO3 position changes to the extent

that prevents NAAG formation (Fig. 1).

Figure 5. RMSF during selected classical MD runs

I.V. Polyakov, A.E. Kniga, A.V. Nemukhin
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Figure 6. RMSF “coloring” of the 3D protein structure. Less RMSF – blue, cyan, green, yellow,
red – more RMSF. Left – trajectory 4, right – trajectory 3. The green and right mark boxes
highlight the region of the primary interest

3. Prospective Reaction Mechanism

Following results of the analysis of classical MD trajectories, we can proceed to QM/MM MD

calculations. The corresponding frames were selected from those parts of classical trajectories

that maintained desired conformations of the active site with the reacting species. The computed

graphs in Fig. 7, as well as the data in Fig. 3, present a basis for the consideration of the reaction

mechanism.

One of the key aspects of the active site structure of the model protein system is the C-N

distance (Fig. 3) between the glutamate and the NAA-PO3. The short and stable value of this

distance during a QM/MM MD trajectory run (Fig. 7) would indicate that the nucleophilic

attack (Fig. 1) is favorable given that the H3N
+ group of glutamate is activated first. This

can be achieved by removing a proton to a general base in the active site. Remarkably, there

are three candidates for such an acceptor: two carboxyl groups of the attacking glutamate and

the carboxyl group of the NAA-PO3. There are no other carboxyl groups from Glu or Asp

residues nearby, which are available to accept a proton. The phosphate groups of NAA-PO3 and

ADP should not be favorable proton acceptors having low pKa values and being coordinated

by magnesium atoms in the protein active site. Thus, we speculate, that the NAAG formation

reaction is an example of the substrate assisted catalysis [7].

It is important to note that no considerable conformational changes occurred during the

short QM/MM MD trajectories except for Arg160 side chain adjustment in all the calculations.

The variation of the critical C-N attack distance is rather large between the different trajectories

(Fig. 7), ranging from the presumably reactive 3 Å (trajectory 3) to non-reactive 5 Å (trajec-

tory 2). Thus, we note the importance of the computational details of the refinement procedure.

Computational Characterization of N-acetylaspartylglutamate Synthetase...
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Figure 7. The nucleophilic attack C-N distance in the active site during the QM/MM trajecto-
ries. The 8 ps windows was obtained but cutting out the first 2 ps of each trajectory

In order to obtain a single model for QM/MM MD simulation of the reaction, a user should

perform an enormous amount of attempts with different active site conformations and the cor-

responding trajectories. It is of utmost importance that such sampling procedure is carried out

in parallel with an efficient software that utilizes modern supercomputer architectures, such as

the software stack we described in the Computational approaches section.

Conclusion

In this paper, we describe a strategy to characterize in silico the enzyme catalysis, starting

from a protein primary sequence without knowing other experimental data usually employed

in such computer simulations. In particular, no relevant crystal structures are available in the

Protein Data Bank for the adenosine triphosphate dependent binding of N-acetylaspartate and

glutamate in the active of N-acetylaspartylglutamate synthetase (NAAGS). The primary se-

quence can be converted to a pilot structure of the NAAGS protein in the apo-form (that is,

without reactants in the enzyme active site) with the help of the recently developed algorithms

of AlphaFold2. The reacting species are inserted into the enzyme active site using the molecular

modeling tools. The analysis of an in silico designed structure of NAAGS with the ligands shows

that multiple manual corrections are required, which are introduced using the molecular model-

ing tools. The structure is refined using large-scale classical molecular dynamics simulations as

well as molecular dynamics calculations with the QM/MM potentials. The performed analysis

of the computationally designed complexes allows us to propose a reaction mechanism in this

complicated enzyme-catalyzed chemical reaction, opening the way towards ab initio enzymology

using modern supercomputer simulations.
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Potency of boronate inhibitors against metallo-β-lactamases (MβLs) has been found to be

dependent on the electrophilicity of the boron atom. It forms a covalent bond with the oxygen

atom of the catalytic OH− ion in the active site of the enzyme. The ability of the boronate inhibitor

to influence the protein conformation also affects the binding potency. Molecular dynamics (MD)

simulations of cyclic and non-cyclic boronate complexes with NDM-1 MβL show their higher

impact on the inhibitor efficiency compared with the electrophilicity of the boron atom. Therefore,

we focus on the hardware impact on the computational speedup of the GPU-accelerated MD.

Using this data, we propose a comprehensive protocol for in silico prediction of the activity of

boronate molecules against MβL enzymes, which includes MD simulations, combined quantum

mechanics / molecular mechanics (QM/MM) computations and molecular dynamics simulations

with the QM/MM potentials (QM/MM MD).

Keywords: metallo-β-lactamase, boronate inhibitors, MD, QM/MM MD, quantum theory of

atoms in molecules (QTAIM), GPU-accelerated algorithms.

Introduction

Nowadays, one of the most severe threats to the healthcare system is a dramatic spread of

antibiotic resistant bacteria which have flourished enormously over several decades. Resistance

to β-lactam antibiotics via production of β-lactamases by infectious agents is an extremely

common type of resistance mechanism [52]. Situation is exacerbated by the structural diversity

of β-lactamases, which utilize different mechanisms of β-lactam hydrolysis depending on the

structure of their active sites [7, 8]. Serine β-lactamases covalently bind antibiotic via serine

residue and perform acylation/deacylation reactions, while metallo-β-lactamases (MβLs) utilize

Zn2+ cations to coordinate β-lactam molecule in their active site and then cleave the β-lactam

four-membered ring by the OH− nucleophilic attack. It significantly complicates the search for

broad-spectrum inhibitors restoring β-lactam activity against resistant pathogens, regardless of

the hydrolysis mechanism they use [40].

Recently, United States Food and Drug Administration and European Medicines Agency

approved vaborbactam as a first boronate inhibitor of β-lactamases [28, 50]. Despite its ability

to inhibit serine β-lactamases, this compound had no activity against MβLs [28]. It provoked

extensive research of boronate compounds active against the entire β-lactamase family. The

number of potent inhibitors has been proposed [9, 26, 41, 42, 58], including promising QPX7728

compound with remarkably broad spectrum of inhibition [20, 29, 53]. However, since even the

first phase of its clinical trials has not yet been completed [2], there is still need in the research

of other boronates effective against MβLs [36, 45]. In this regard, it is especially important to

find protocols for in silico prediction of the boronate activity.

In this study, we have focused on the several non-cyclic and cyclic boronates having different

activity against NDM-1 MβL (Tab. 1). NDM-1 is an enzyme provoking a great concern due

to its ability to hydrolyze last-resort carbapenem antibiotics and progressing spread over the
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world [12, 28, 37, 39, 51]. It has been an ideal object for studying the features of boronate

inhibition of metalloenzymes, a complex reversible process [49, 53]. Its mechanism is based on

the boronate inhibitor ability to bind the catalytic OH− ion to its boron atom and possibility of

temporally prevention MβL from restoring its activity by occupying the enzyme active site via

Zn2+ coordination (Fig. 1). Two different factors should be of paramount importance in this

process: the reactivity of the boronate fragment and the tendency of the inhibitor to dissociate

from the enzyme. We aimed to investigate the particular reasons for the increased activity of the

cyclic boronates against NDM-1 in comparison with their non-cyclic analogs and the reasons for

different inhibitory activity among the cyclic boronates themselves. Our study showed that this

requires taking into account the dynamic properties of the systems under consideration, hence,

we were also interested in optimizing time-consuming calculations needed for their evaluation.

For this purpose, we used GPU-accelerated computations and focused on the hardware impact

on their speedup. Thus, our goal was to offer a comprehensive methodology for the prediction of

a boronate inhibitor activity against a metallo-β-lactamases, both in terms of the computational

protocol and hardware choice.

Table 1. Structures of proposed boronate inhibitors of NDM-1 with different activity against

the enzyme. Vaborbactam was included as an example of a compound structurally similar to

cyclic boronates that lacks activity against NDM-1. Inhibitor activity is expressed as: (i) Ki

value determined with imipenem as a substrate [20]; (ii) IC50 value measured with cephalothin

for the non-cyclic inhibitor [46] or imipenem for the QPX7728 [53]; (iii) a minimum

concentration of the inhibitor (Cinh) needed to reduce the MIC of the biapenem to the

concentration that corresponds to the PK-PD breakpoint for that β-lactam based on human

dosing (potential target value or PTV) [20]

Type Name Structure IC50, µM Ki, µM Cinh, µg/L

Non-

cyclic
− 60.7 ± 11.8 − −

Cyclic QPX7728 0.055 ± 0.025 0.032 ± 0.014 0.6

1 − − 0.6

2 − − 20

Vabor-

bactam
− > 40 −
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Figure 1. Metallo-β-lactamase (NDM-1) active site and the mechanism of metallo-β-lactamase

inhibition by the boronate inhibitors. On the upper frame carbons are shown in silver, nitrogens

are in blue, oxygens are in red, sulfurs are in yellow and Zn2+ ions are depicted as big grey

spheres

1. Methodology

To understand origins of different activity of the boronate inhibitors against NDM-1, chosen

cyclic and non-cyclic compounds (Tab. 1) were studied at various theoretical levels. We examined

features of their binding with the enzyme using molecular dynamics (MD) and combined quan-

tum mechanics / molecular mechanics (QM/MM) simulations. The dynamic changes in chemical

properties of the boronate molecules were studied using a molecular dynamics simulation with

the QM/MM potentials (QM/MM MD) of boronates in water solution.

The MD computations were performed for the complexes of the QPX7728 and non-cyclic

boronate with NDM-1. Their crystal structures (PDB IDs: 6V1M [20] and 6Q2Y [10]) were

taken as a starting point for the construction of the model systems. Both systems were solvated

in the rectangular water box (distance from the protein to the cell border equaled 15 Å) and

neutralized. After energy minimization and preliminary 20 ns MD simulation with fixed atomic

positions of the inhibitor attacked by the OH−, Zn2+ ions and protein L3 loop (Leu65–Val73),

the 500 ns simulation was carried out in the NAMD program package [43, 44]. The NPT ensemble
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was chosen with T = 300 K, p = 1 atm and 1 fs integration step. The information about

system energy, coordinates and velocities has been written every 0.05 ns. The CHARMM36

force field parameters [6, 23, 31, 32] were chosen for the ions and protein atoms, while the

TIP3P parameters [25] were used for the water molecules. The inhibitors with bonded OH− were

described by the CGenFF parameters [55, 60], while their atomic charges were reparametrized

via electrostatic-potential-charge derivation procedure using RED Server interface [3, 13, 56]

(based on the Gaussian 09 [1] calculations). This methodology has already proven to be effective

for the reparameterization of other boronate molecules [57]. The obtained trajectories were

analyzed via VMD program [24] and MD Analysis Python library [16, 35].

The QM/MM simulations were performed for the complexes of cyclic inhibitors with the

bacterial enzyme. First, the local minimum on the potential energy surface (PES) was located for

the QPX7728 complex with NDM-1, then it was modified and reoptimized for other inhibitors.

In all cases, the attainment of the PES minimum was confirmed by the analysis of the IR

harmonic frequencies. The QM/MM calculations for the QPX7728-protein complex started from

the structure, obtained in the preliminary 20 ns MD simulation, with reduced water shell of the

model system (8710 atoms in total). The QM part of each model consisted of the inhibitor

molecule attacked by the OH−, Zn2+ ions and amino acid residues bonded either with zinc

cations, or with inhibitor (His120, His122, Asp124, His189, Cys208, Gly219, Asn220, His250)

and several water molecules interacting with the inhibitor. These subsystems were described

at the PBE0-D3/6-31G(d,p) level of theory [4, 18, 19, 21], while the MM subsystems were

modeled with the AMBER force field parameters [11]. The electronic embedding scheme was

applied assuming contributions of the partial charges from all MM atoms to one-electron part

of QM Hamiltonian. For the QM/MM simulation itself, the NWChem program package [54]

was utilized, while the subsequent quantum-topological analysis of electron density for the QM

subsystems was performed in the Multiwfn program [30].

The QM/MM MD simulations of the water solutions of boronate molecules were carried

out via interface [34] for the NAMD [43, 44] and TeraChem [47] software, which perform the

classical MD and quantum chemical calculations, correspondingly. The inhibitor structures were

obtained from the QM/MM calculations (for the non-cyclic inhibitor we used results obtained

in our previous work [27]), then each system was solvated in the rectangular water box (distance

from the inhibitor to the cell border equaled 15 Å) and neutralized. The preliminary 2 ns MD

computation was performed before the 15 ps QM/MM MD simulation. The QM part included

only the inhibitor molecule and was described at the PBE0-D3/6-31G(d,p) level of theory, while

MM part contained water molecules with TIP3P parameters. Similarly, to the MD simulations,

the NPT ensemble was chosen. The information about system energy, coordinates and velocities

has been written every 1 fs. At the step of data analysis, first 5 ps of simulations were excluded

from consideration. The atomic Fukui electrophilicity indices [38] were calculated using Hirshfeld

charges [22] for 100 frames from QM/MM MD trajectory using Multiwfn code [30].

The benchmark studies were carried out for the MD simulations, since they were the most

time-consuming part of all computations. The computational protocol was identical to the one

used for the examination of NDM-1 conformation in its complex with the cyclic QPX7728 in-

hibitor. All other information, including the hardware specifications and the benchmark results,

is discussed in the Section 2.3.
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2. Results and Discussion

2.1. Cyclic and Non-cyclic Boronate Activity

The direct comparison of the NDM-1 crystal structures with cyclic (compound QPX7728)

and non-cyclic boronate inhibitors (Tab. 1) demonstrate different location of the inhibitor

molecule in the enzymatic active site (Fig. 2). The QPX7728 is located more closely to the

L3 (Leu65–Val73) and L10 (Asp225–Asp254) loops, while its non-cyclic analog is directed out-

ward the active site cavity. One can speculate that these distinctions in the orientation of the

inhibitors can affect the dynamical behavior of the protein loops and, as a consequence, influence

the stability of the enzyme-inhibitor complex.

Figure 2. Alignment of the crystal structures of the NDM-1 with the cyclic QPX7728 and non-

cyclic boronate (PDB IDs: 6V1M [20] and 6Q2Y [10], correspondingly). IC50 ≈ 55 nM for the

QPX7728 [53] and 61 µM for the non-cyclic inhibitor [46]

The results of the molecular dynamic simulation showed that both enzymes do not change

conformation dramatically along the trajectory (Fig. 3 first panel). However, the RMSD for the

complex with the non-cyclic inhibitor is substantially flatter than for the complex with the cyclic

boronate. For the non-cyclic inhibitor, RMSD of the protein backbone vary within 1 Å, while

for the cyclic one the minimum and maximum values are separated by 2 Å. This suggests that

non-cyclic boronate induces higher stabilization of the flexible protein loops. To find out what

structural movements are causing the RMSD bumps for the complex with the cyclic boronate,

we performed a principal component analysis (PCA). It turned out that no principal component

contains a large part of the overall fluctuations of the protein backbone (Tab. 2): first six

components account for 50% of the total variance, while twenty PCs are needed to achieve 75%.

These results confirm that overall protein has a stable conformation along the trajectory and

RMSD variation is caused only by the movements in its flexible parts. Since each of the first
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Table 2. The percentage of total variance, which is

accounted for individual PCs and their cumulative variance

PC number PC variance, % Cumulated variance, %

1 16.0 16.0

2 12.2 28.2

3 8.6 36.8

4 6.5 43.3

5 4.7 48.0

6 3.4 51.4

7 3.0 54.4

8 2.3 56.7

9 2.3 59.0

10 2.0 61.0

11 1.7 62.7

12 1.6 64.3

13 1.6 65.9

14 1.3 67.2

15 1.1 68.3

16 1.2 69.5

17 1.0 70.5

18 0.9 71.4

19 0.9 72.3

20 0.9 73.2

two components contains more than 10% of the overall fluctuations, they were inspected more

closely than others.

The PC1 motion is mainly connected with the L3 loop conformational changes and some

motions at the bottom of the enzyme (far from the active site). At the 50 ns the L3 loop is

maximally open, which corresponds to the minima in the amplitude of the fluctuations along

the PC1 (Fig. 3, second panel). The pronounced RMSD peaks between 280 and 430 ns are

also in the good agreement with the fluctuations along the PC1 and correspond to the loop

“widening” (Fig. 3, second panel). The PC2 captures this “widening” as well, but does not

reflect loops opening-closing motions. Fluctuations along the PC2 are mainly associated with

N-terminus motion and are clearly visible in the 50–280 and 440–500 ns regions on the RMSD

graph. Among other components that yield 5–8% of total variance (Fig. 4), only the fluctuations

along the PC3 are partly connected with protein movements in the vicinity of the active site.

Similar to the PC1, PC3 captures loop opening at ∼ 50 ns and its closing at ∼ 100 ns and

some opening-closing movements around 400 ns. The visual inspection of the enzyme complex

with non-cyclic inhibitor confirms that, in contrast to the complex with cyclic QPX7728, protein

loops are less tended to change conformation. Notably that the L3 loop is almost always open

along the simulation. Thus, the conducted analysis reveals that part of the RMSD variance along

the trajectory for NDM-1 complex with cyclic boronate is rooted in the L3 loop movements,

which is more flexible than for the structure with the non-cyclic boronate inhibitor.
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Figure 3. The two first principal components calculated for the trajectory of NDM-1 with

the cyclic QPX7728 inhibitor and RMSD for the enzymatic complexes of cyclic and non-cyclic

boronates

The L3 loop, which movement is affected by the type of a boronate in the NDM-1 active site,

consists of the Leu-Asp-Met-Pro-Gly-Phe-Gly-Ala-Val sequence. Thus, one can suppose that the

bulky Phe70 interacts with the inhibitor when the loop is closed and serves as an obstacle to

the inhibitor trying to leave the active site. To test this hypothesis, we compared the distance

between the Phe70 side chain and the cyclic and non-cyclic boronates in the complexes with

NDM-1. Since inhibitors have different positions in the NDM-1 active site (Fig. 2), we considered

the distance between the Phe70 and both center-of-mass of the inhibitors and position of the

boron atom itself, which is roughly the same for these two compounds. The obtained graphs

(Fig. 5) clearly indicate that the Phe70 residue is located far from the non-cyclic boronate during

simulation, except brief moments in the beginning of the trajectory and around 345 ns.

The inhibitor – Phe70 distance fluctuating around 25 Å for the complex of the non-cyclic

boronate with NDM-1 testifies that the L3 loop is fixed in an open conformation. Hence, it

cannot prevent the inhibitor from leaving active site. In the case of the cyclic boronate complex

with NDM-1, the opening of the L3 is comparable to its opening in the case of the non-cyclic

inhibitor only once per trajectory – at times close to 50 ns. All the rest of the time, it either
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Figure 4. The principal components, which yield ∼ 5–8% of total variance (see Tab. 2), calculated

for the trajectory of NDM-1 with cyclic QPX7728 inhibitor

oscillates around 15 Å from the inhibitor (opening and closing), or it is stably closed above the

active center (at the beginning of the trajectory or in the interval of 80–150 ns).

Such L3 loop behavior can definitely affect a potency of the boronate inhibitor against NDM-

1. However, the inhibitor activity can be also dependent on the ability of the boronate fragment

to bind catalytic OH− ion in the enzyme active site (the boron atom electrophilicity) [27]. This

raises a question whether the boron atom electrophilicity contribute to the enhanced activity of

cyclic inhibitor against NDM-1 or its ability to adjust protein conformation is more important?
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Figure 5. The distance between the center-of-mass of the phenyl ring in the Phe70 residue and

a) the boron atom in the non-cyclic and cyclic (QPX7728) inhibitors, or b) the center of mass of

the entire inhibitor. The snapshots on the right demonstrate conformations of the L3 loop and

Phe70 for NDM-1 complexes with non-cyclic and cyclic inhibitors

From the computational point of view, the electrophilicity can be easily estimated via con-

ceptual DFT approach, which defines the atomic Fukui electrophilicity indices, f+, as a difference

of the Hirshfeld atomic charges in the N and N+1 electronic states. However, this property of

a boron atom is not a “static” one, and in order to argue about its greater or lesser value, it is

necessary to consider numerous conformations of the inhibitors in water solution. The obtained

distributions (Fig. 6) clearly demonstrate that non-cyclic boronate has more electrophilic boron

atom despite its small potency as an MβL inhibitor. Therefore, we can conclude that differences

in the IC50 values by three orders for non-cyclic and cyclic inhibitors (Tab. 1) are caused by

the dynamics of the L3 loop in the NDM-1 complex. The improved inhibitory activity of the

cyclic boronate is explained by the tendency of this loop to cover NDM-1 active site, while for

the non-cyclic boronate the active site stays open.

2.2. Origins of the Different Activity of the Cyclic Boronates

In contrast to the results of the previous section, differences in the inhibitory activity among

the cyclic inhibitors (Tab. 1) cannot be explained by their influence on the enzyme conforma-

tion. It can be easily demonstrated by the superimposition of their structures, obtained in the

QM/MM simulations (Fig. 7). All complexes of the QPX7728 derivatives with NDM-1 overlap

perfectly with each other and no changes in the protein flexible regions are visible.

Despite the fact that cyclic inhibitors are similarly located in the active site, they differently

interact with Zn2+ ions and amino acid residues of NDM-1 (Tab. 3). It can be revealed by the
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Figure 6. Distributions of the Fukui electrophilicity indices of the boron atom, f+(B), for the

cyclic QPX7728 boronate and its non-cyclic analog (Tab. 1) in water solution along the QM/MM

MD trajectories. The IC50 values are 55 ± 25 nM [53]) for the cyclic inhibitor and 60.7 ±
11.8 µM [46] for the non-cyclic one

a) b) c)

Figure 7. Superimposition of the QM/MM structures of NDM-1 complexes with cyclic boronates

(Tab. 1)

quantum-topological analysis of electron density [5], which uses the electron-density saddle points

(so-called bond critical points or BCPs) as a marker of the chemical bonding between atoms. This

approach also allows one to characterize strength of interatomic interactions [14, 15, 17, 33, 48].

Applying the electron density value at BCP as a simple indicator of the interaction strength,

it is easy to see, that despite dissimilarities in the bonding patterns between each of the cyclic

inhibitors and protein, all considered compounds have approximately the same binding energy

in the active site of the enzyme (Tab. 3). This fact indicates that only the properties of the

inhibitor molecule itself can be the source of the different activity of cyclic boronates against

NDM-1.
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Table 3. Characteristics of intermolecular interactions between cyclic

boronate inhibitors and the NDM-1 active site. Distances between

inhibitors atoms and Zn2+ ions are given in parenthesis if no interatomic

interaction was located from topological analysis of electron density. Σρ

stands for the total electron density of the inhibitor-enzyme interactions,

which included: (i) contacts between Zn2+ ions and a boronate molecule,

(ii) conventional hydrogen bonds (H-bonds) between an inhibitor and

NDM-1 amino acid residues, and (iii) weak C-H· · ·O bonds, between an

inhibitor molecule and NDM-1 active site. A schematic representation of a

fragment of the boronate molecule involved in the interaction with Zn2+

ions is shown in the first row

QPX7728 1 2 Vaborbactam

R(Zn12+. . .O1), Å − (2.7) 2.5 2.6 − (2.9)

R(Zn12+. . .Ow), Å 1.9 1.9 1.9 1.9

R(Zn22+. . .O1), Å − (4.1) − (4.0) − (4.0) − (4.0)

R(Zn22+. . .Ow), Å − (2.8) 2.6 − (2.8) − (2.8)

R(Zn22+. . .O2), Å 2.0 2.0 2.0 2.0

R(Zn22+. . .O3), Å 2.2 2.3 2.2 2.2

Σρ(Zn. . .inhibitor), a.u. 0.22 0.26 0.25 0.24

Σρ(H-bonds), a.u. 0.16 0.18 0.17 0.16

Σρ(all contacts), a.u. 0.42 0.46 0.45 0.42

The obtained distributions of the f+(B) indices demonstrate that more efficient inhibitors

have higher proportion of the conformations with more electrophilic boron atom, then less

effective inhibitors (Fig. 8). The most dramatic difference can be seen for the QPX7728 and

vaborbactam (Fig. 8b). The extremely low electrophilicity of the boron atom in the vaborbactam

explains its zero activity against metallo-β-lactamases and the presence of inhibitory potential

against serine β-lactamases. Indeed, in contrast to serine β-lactamases, in metallo-β-lactamases

the boronate inhibitor does not covalently bind to the enzyme. After its reaction with OH−

inhibitor can leave the enzymatic active site, while the metallo-β-lactamase can restore its

activity. To prevent this, the metallo-β-lactamase inhibitor must have a high electrophilicity of

the boron atom in order to immediately bind its other molecule in the active site of the enzyme.

2.3. MD Benchmark Studies

The MD simulations of the complexes of boronate inhibitors with NDM-1 were found to

be the most expensive part of our study of inhibitors activity. It was caused not by the cost

of the computations themselves, but by the size of the systems under consideration and the

trajectory lengths. Therefore, to optimize this part of the protocol for in silico prediction of

inhibitors activity against metallo-β-lactamases, we performed a benchmark study to select
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Figure 8. Distributions of the Fukui electrophilicity indices of the boron atom, f+(B), for the

cyclic boronates in water solution along the QM/MM MD trajectories. Data on inhibitory activ-

ity of boronate molecules against NDM-1 [20] are given in parenthesis. On the upper (a) frame it

is expressed as the minimum concentration of the inhibitor (µg/mL) needed to reduce the MIC

of biapenem to the concentration that corresponds to the PK-PD breakpoint for that β-lactam

based on human dosing

the optimal but widely available hardware for the MD simulation speedup. We examined the

QPX7728 complex with NDM-1 in water solution, a system which contained 42938 atoms in

total (see Section 1 for the computational protocol) and tested 4 GPUs (Tab. 4 and Tab. 5)

with AMD Ryzen Threadripper 1950X and AMD Ryzen 9 3900X CPUs. The NAMD program

package was chosen since it is a popular code for MD simulations of large biomolecular systems,

which was among one of the first CUDA-accelerated applications. Main hardware and software

specifications are presented in Tab. 4 and Tab. 5. Considering benchmark results for NAMD

v2 (Tab. 5) one can notice that NVIDIA P102-100 GPU shows the worst results regardless of

chosen CPU. The GeForce RTX 3070 and RTX 3070 Ti models demonstrate slight calculation

speedup in comparison with GeForce GTX 1070 Ti GPU. However, the crucial improvement in

computational speed can be achieved by the optimal hardware/software combination.
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Table 4. Main characteristics of the considered NVIDIA GPUs

GPU

model

Archi-

tecture

Release Number

of

cores

Memory,

GB

Theoretical

perfor-

mance,

GFlops/s

Bandwidth,

Gb/s

SP DP

GeForce

GTX

1070 Ti

Pascal 2017 2432 8 8186 255.8 256

P102-100 Pascal 2018 3200 5 10770 336.6 440

GeForce

RTX

3070

Ampere 2020 5888 8 20310 317.4 448

GeForce

RTX

3070 Ti

Ampere 2021 6144 8 21750 339.8 608

Table 5. Benchmark results for the MD simulations of the QPX7728 complex with NDM-1

obtained via NAMD v2 and 3 program [43, 44] with 1 CPU. The main hardware/software

specifications are also presented

GPU CPU CUDA version Motherboard ns / day

NAMD v2 NAMD v3

NVIDIA

GeForce GTX

1070 Ti

AMD Ryzen

Threadrip-

per 1950X

10.0 ASUS PRIME

X399-A

10.5 -

NVIDIA

P102-100

AMD Ryzen

Threadrip-

per 1950X

10.0 ASUS PRIME

X399-A

6.4 -

AMD Ryzen

9 3900X

9.1 ASRock X570

Pro4

7.7 57.8

NVIDIA

GeForce RTX

3070

AMD Ryzen

9 3900X

9.1 ASRock X570

Pro4

14.9 81.1

NVIDIA

GeForce RTX

3070 Ti

AMD Ryzen

9 3900X

9.1 ASRock X570

Pro4

15.1 84.1

Choosing between 2nd and 2rd version of the NAMD program one should note, that

NAMD v2 uses GPU offloading for the force calculations and perform numerical integration

on the CPUs. Despite the fact that GPU calculations constitute ∼ 99% of the overall per-

formance, numerical integration can significantly slow down a simulation. The GPU-resident

algorithm of NAMD v3 overcome this limitation and results in approximately 5x faster comput-
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ing for the Ampere GPUs (Tab. 5). Even a full 12-core CPU load (AMD Ryzen 9 3900X) in the

NAMD v2 calculations results only 54.7 ns/day performance (with NVIDIA GeForce RTX 3070

GPU), which is still lesser than for NAMD v3 calculations on GPUs with Ampere architecture.

Therefore, the NAMD v3 simulations on modern Ampere GPUs are recommended to achieve

maximal acceleration in classical MD simulations.

Conclusion

In this work, we propose a methodology for in silico prediction of the activity of boronate

inhibitors against metallo-β-lactamase (MβL) enzymes. These compounds reversibly bind Zn2+

ions in the MβL active site, capturing catalytic OH− ion from the MβL. Our study of the NDM-

1 inhibition by cyclic and non-cyclic boronates showed that, both enzyme conformation and

inhibitors chemical properties can influence molecules potential as an MβL inhibitor. Therefore,

combination of various computer simulation methods (classical molecular dynamics, quantum

mechanics/molecular mechanics and quantum-classical molecular dynamics) is required to study

a potency of these compounds. To speed up some of these computations, we recommend GPU-

accelerated calculations and propose detailed protocols for the hardware choice.

Since boronate inhibitors reversibly bind to the MβL, the first step of their activity esti-

mation should include an assessment of their ability to change the conformation of the protein

flexible parts near its active site. Classical molecular dynamics (MD) simulations followed by

principal component analysis showed that the non-cyclic boronate inhibitor fixes a flexible L3

loop in its open conformation, stipulating its exit from the enzyme. To speed up these expensive

calculations one can chose NAMD v3 program package with Ampere GPUs, which demonstrated

significant efficiency in this task.

For comprehensive analysis of inhibitor-protein binding, it is desirable to evaluate strength of

MβL-inhibitor interactions. It can be achieved by the quantum mechanics/molecular mechanics

(QM/MM) calculations followed by the quantum-topological analysis of electron density in the

QM part. However, in some cases this step can be omitted, since the protein conformation and

properties of the inhibitor molecule were found to have more influence on the inhibitors activity

against MβL.

The electrophilicity of the boron atom, which binds catalytic OH− ion in the enzyme active

site, was found to be another aspect capable of strongly influencing the inhibitory activity against

MβL. To evaluate this property, one need to perform the quantum-classical molecular dynamics

(QM/MM MD) modeling of aqueous solution of the inhibitor, followed by the calculation of

the atomic Fukui electrophilicity index, f+, for its boron atom along the obtained trajectory.

These f+ distributions allowed us to interpret different activities of the cyclic boronates against

NDM-1, clearly demonstrating that more potent inhibitors are better able to bind OH− ion in

the NDM-1 active site.
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The interaction between deoxyribonucleic acid (DNA) and deoxyribonucleic acid-binding pro-

tein from starved cells (DPS) in bacterial cells leads to intracellular crystallization of the genetic

material of bacteria, which contributes to the survival of bacteria under stress factors, includ-

ing antibacterial agents. Molecular modeling can help explain the molecular mechanisms of DNA

binding to this protein. In this paper, we report a supercomputer simulation of the molecular

dynamics of several types DNA-DPS complexes and crystals ranging from DPS+DNA dimer to

DNA in periodic crystal channels of Escherichia coli DPS protein using a coarse-grained Martini

force field. By modeling DNA of 24 base pairs, comparable in size to the diameter of the DPS

protein, we use the slow-growth thermodynamic integration method to find binding protein-DNA

free energy and discuss the contribution of ions and the length of trajectories sufficient for this type

of simulations. The results obtained are important for further research in the field of simulation of

biological DNA-protein crystals and the study of the molecular mechanisms of DNA interaction

with the DPS protein.

Keywords: molecular dynamics, slow-growth thermodynamic integration method, DPS protein,

DNA stabilization, DNA-DPS binding free energy.

Introduction

The formation of intracellular crystals of bacterial DNA in response to stress bears much

interest both in biophysics and pharmaceuticals, as well as in industry. Despite the confirmation

of the formation of the crystals by DPS proteins and their homologues, the search for DNA

positions in such crystals remains of immediate importance. Bacteria have numerous strategies

that allow them to survive unfavorable environmental conditions [21]. The preservation of a part

of the bacterial colony under stressful conditions is the key to the survival of the population in

the long term [39]. Primarily, survival depends on the cell’s ability to retain its DNA. Unlike

eukaryotic cells, bacterial cells do not have a system of histone proteins and unified mechanisms

for chromosome condensation. However, prokaryotic DNA is also capable of compacting, under-

going hierarchical packaging [41]. The chromosomal DNA of bacteria is compactly folded into the

so-called nucleoid, consisting of DNA, RNA and proteins, which differs sharply from the rest of

the cytoplasm. Bacteria use a number of nucleoid-associated proteins (NAPs) that influence the

lower-level organization of the nucleoid by bending, stiffering, bunching, wrapping, or bridging

the DNA [2, 18, 33, 41]. Bacterial chromatin can change its shape and composition depending on

the growth phase of bacterial population and the state of the cells. During prolonged starvation,

DNA, together with bacterial NAPs, can form various condensed structures [17, 23]. One of

the most notable strategies is the crystallization of the bacterial nucleoid with the help of DPS

proteins (DNA-binding Proteins from Starved cells) and their homologues [42]. DPS was first

isolated from cells of Escherichia coli (E. coli) under stress of starvation [1]. Studies of bacteria

and archaea revealed a wide distribution of proteins of the DPS family and proteins homologous

to them among the representatives of these domains. The crystal structure of E. coli DPS was

first obtained in 1998 by X-ray diffraction analysis with a resolution of 1.6 Å [9]. DPS forms a
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dodecamer with 23 (tetrahedral) point group symmetry. It has a spherical shape with a cavity

inside (∼9 nm outer diameter, ∼5 nm inner diameter) and pores at the three-folds.

During the logarithmic phase of growth, DPS has been shown to be a minor compo-

nent of the nucleoid (∼6 thousand molecules per cell). In the stationary phase, its synthesis

sharply increases, and DPS becomes the predominant nucleoid-associated protein (∼180 thou-

sand molecules per cell [14]. DPS can protect bacteria against multiple stresses during stationary

phase of grow [27]. The conventional point of view that DPS binds DNA without sequence or

structural specificity, but there is controversial data [3]. The structure of this protein and prob-

able interactions with DNA was studied in vitro [6, 7, 9, 16, 26, 34]. In silico studies have

shown how the DPS protein can form crystals and co-crystals with DNA under various con-

ditions [36–38]. The long N-terminal regions and the surface of the protein are rich in lysine

residues. Like the tails of eukaryotic histone proteins [12, 32], the N-terminals of DPS provide

stability and conformational mobility of DNA, and also determine the binding of DNA to DPS

protein complexes. However, the amino acid sequences and structures of bacterial NAPs and

eukaryotic histones differ greatly. The spherical shape of the molecule allows the formation of

crystals with different unit cell parameters and space groups, all of which have extended channels

inside.

Presumably, during in vivo crystallization, DNA can be located inside the channels of DPS

crystals and on the surface of DPS molecules. Unfortunately, it has not yet been possible to

resolve the structure of DPS crystals in which the DNA coordinates would be obtained and the

location of the DNA would be shown. Therefore, in this work, using computer simulation, we

tried to obtain putative molecular structures of DPS clusters and crystals with DNA and make

an attempt to evaluate the advantageous position of DNA in one or another of them. The aim

of this work was to find favorable DNA positions relative to the DPS protein using molecular

dynamics modeling by suitable protocols.

1. Methods

1.1. Building of the Molecular Models

Each subunit of E. coli DPS protein contains 167 amino acid residues. It consists of four long

α-helices parallel to each other and one small α-helix perpendicular to them [5]. The N-terminal

regions of the molecule consist of ordered and disordered parts. The ordered part of each N-

terminus (amino acid residues numbered 14 till 25) can be easily deciphered by X-ray diffraction

analysis [9, 15]. The three-dimensional structure of the disordered part of the N-terminus is not

defined in any structure of the RCSB Protein Data Bank. As shown in our work [38], this is

due to the extreme mobility of these regions of the molecule. N-termini and C-termini provide

connection of DPS monomers in dodecamers, binding of dodecamers between themselves and

with DNA. We have modelled a spatial structure of the DPS protein and its 2D and 3D crystals

on the basis of the crystal structure 6GCM.pdb. Because the file lacks the positions of the flexible

amino acid residues from the unordered part of all the N-termini, we added them using UCSF

Chimera program package [30]. Each N-terminus was modeled separately rather than copying

the same spatial structure for all 12 fragments [38].

Double-stranded linear DNA fragments, containing 24 base pairs, 5’-

AAGTCGACCCTAGAGGATCTTTGT-3’, were used to build the DNA-DPS complexes.

Three-dimensional models of DPS crystals, DNA-DPS clusters and co-crystals were constructed
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in the UCSF Chimera program package. The systems were placed in a periodic box. We

modeled systems both with counterions only and with ions at concentrations corresponding to

physiological concentrations in the E. coli cells [35]. It should be noted that the set of “ions”

in the MARTINI force field is poor and consist not of usual ions, but of charged particles that

imitate hydrated ions. Therefore, here we are only talking about concentrations, not about

the exact ionic composition. Ion names are given according to martini v2.0 ions.itp topology

file. Counterions, namely 48 sodium ions per protein molecule and 46 sodium ions per one

DNA molecule were added to the systems to maintain their electrical neutrality. Then the rest

of the ions were added to the same system to obtain the ion concentration of E. coli cells.

Since DPS crystals are large, the systems were studied in the coarse-grained approximation.

Models were built and verified using the MARTINI 2.1 DNA coarse-grained force field [20, 40].

We used dssp program for protein structure assignment. The Python scripts martinize.py [13]

and martinize-dna.py were used to convert atomistic protein and DNA molecules, respectively,

to MARTINI coarse grain structures and topologies. The topology files contained standard

constraints used in the MARTINI force field to maintain the secondary structure elements such

as α-helices of protein. Elastic Network in Dynamics (elnedyn22 modification) was used for

DNA [29, 40].

Due to the use of large particles when describing water molecules (one “molecule” of water in

MARTINI corresponds to four all-atom water molecules), in the MARTINI force field, even with

correctly selected molecular dynamics protocols, artifact freezing of water in the system is pos-

sible [10]. Depending on the simulation conditions, in the temperature range of 280K–300K [19],

nucleation and freezing of the entire volume of water in the simulation box are observed. For

our systems, we observed this process at 300K. To avoid this, we replaced at least 10% of the

non-polarizable water beads (W) by anti-freeze [19] water beads (WF). The difference between

“antifreeze” water and “ordinary” water is as follows. Non-bonded interactions of MARTINI

particles are described by shifted Lennard-Jones 12-6 potential energy function (1)

ULJ(r) = 4εij

[(
σij
r

)12

−
(
σij
r

)6
]
, (1)

where σij represents the closest distance of approach between two particles i and j, εij is the

strength of their interaction. For most interacting pairs, including pairs with ordinary water

beads, σij = 0.47 nm. For water and antifreeze water interactions, σW−WF = 0.57 nm, that

makes it possible to disturb the lattice packing of the uniformly sized solvent particles. To avoid

phase separating of antifreeze and other water particles, εW−WF = 5.6 kJ/mol vs εW−W =

εWF−WF = 5.0 kJ/mol. Antifreeze water beads are not distinguishable for particles of other

types, because of the same values of σ and ε as for ordinary water.

6GCM crystals contain an extensive network of channels. Three types of mutually orthogonal

channels were found inside the crystal, surrounded (if we consider the cut in a plane perpen-

dicular to the channel) by four DPS molecules: fairly wide channels of the first type (denoted

as x) and narrow channels of the second (y) and the third types (z). Also in the crystal there

are short channels surrounded by three DPS molecules (denoted as 3). It is assumed that the

DNA in the channels is arranged randomly, filling the channels with bends from one channel

to another. In this work, we studied a crystal in which short DNA fragments are packed into

channels of all four types. DNA bends were not considered.
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We examined both DNA in periodic crystal channels and DPS clusters. Clusters were ob-

tained by cutting out 3 or 4 DPS molecules from the crystal, surrounding a channel. Table 1

informs on the composition of the various DNA and DNA-DPS systems. The DPS dodecamer

contains 4344 coarse-grained particles, the double-stranded DNA molecule (24 base pairs) is

built from 310 particles.

Table 1. The number of coarse-grained particles in simulated systems.

In the Name column, 2D are two-dimensional periodic crystals, 3D are

three-dimensional periodic crystals. Designations in brackets: 3, x, y, z

are the names of the channels (see in the text), c/i – only counterions

are added to the system. The number of molecules for DNA and DPS,

and the number of coarse-grained particles for ions and water are shown.

W – water, WF – antifreeze water

Name DPS DNA NA+ CL− CA2+ W WF

DNA - 1 46 - - 13212 1468

DNA (c/i) - 1 252 208 1 12838 1427

1DPS 1 1 816 740 4 34942 3882

1DPS (c/i) 1 1 94 - - 36252 4028

2DPS (c/i) 2 1 142 - - 94860 10540

3DPS (c/i) 3 1 190 - - 97920 10880

4DPS (x) 4 1 2750 2544 16 124046 13782

4DPS (x, c/i) 4 1 238 - - 128610 14290

4DPS (y, c/i) 4 1 238 - - 115380 12820

2D 4 1 814 584 4 34352 3817

3D (3) 8 1 599 175 3 19227 2136

3D (x) 8 1 599 175 3 19240 2134

3D (x, c/i) 8 1 430 - - 19517 2168

3D (y) 8 1 599 175 3 19282 2142

3D (z) 8 1 599 175 3 19280 2138

1.2. Molecular Dynamics Simulations

Molecular modeling of every system included two stages: classical dynamics simulation and

the search for free energy by the slow-growth thermodynamics integration (TI) method. The

first stage was to obtain stable DNA conformations at the protein surface and in solution.

We followed our earlier established simulation protocols. Energy minimization using steepest

descent algorithm followed by relaxation at constant volume (100 ps) and constant pressure

(100 ps). Then we ran simulations in the NPT ensemble at 300 K and 1 bar controlled by

means of a velocity Langevin thermostat [8] with a time constant of 1 ps and a Parrinello-

Rahman barostat [28] with a time constant of 4 ps, respectively. The barostat provided isotropic

pressure coupling for all systems, with the exception of two-dimensional periodic crystals, for

which the pressure regulation was semi-isotropic. The isothermal compressibility of water was

4.5 ∗ 10−5 bar−1. The fastest degrees of freedom were removed by the parallel linear constraint

solver. A cutoff radii of 1.2 nm was used for Coulombic and van der Waals interactions. The
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integration step was 10 fs, providing trajectories up to 100000000 steps. The dielectric constant

of the medium was equal to 15 for implicit screening. The simulations were carried out with the

Gromacs 5.1 package [11].

Then we performed free energy simulations using TI. We were interested in the free energy

differences between DNA in DNA-DPS clusters and crystals and DNA in solution (2). The bind-

ing free energy, 4G = −4G1, is a work required to transfer a DNA molecule from the solution

(water+ions) into protein-DNA complex and was calculated according the thermodynamic cy-

cle shown in Fig. 1. This cycle can be expanded by other contributions [24, 25]. In Fig. 1 DNA

(24 base pairs) is shown in red. The DPS molecule is shown in blue; instead of a single DPS

molecule, we also considered DPS clusters and crystals. In Fig. 1, 4G = −4G2 is the work

required to remove all the internal nonbonded (Coulombic and van der Waals) interactions of

DNA in DPS cluster or crystal with surroundings. This was achieved by the gradual transforma-

tion of DNA atoms from fully interacting with the environment to completely non-interacting,

which DNA state is designated in the figure as “DNA ghost”. Non-interacting atoms do not

keep unbonded interactions, but completely keep their masses and intramolecular bonded in-

teractions. In this case, we used a series of TI simulations. The work required to transfer the

completely non-interacting DNA from DNA-protein complex to solution, 4G = −4G3. The

term is effectively zero due to volume equality and lack of interaction with the surroundings.

4G = −4G4 is the work required to turn DNA into a non-interacting “ghost” DNA in solution.

To obtain it, we also used a series of TI simulations.

Figure 1. Thermodynamic cycle for the determination of binding free energies for DNA-DPS

cluster. DPS protein is shown in blue, DNA is red. “DNA ghost” is the DNA that is completely

non-interacting with surroundings

44G = 4G1 = 4G4 −4G3 −4G2 (2)
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We chose the slow-growth thermodynamic integration method because it allows us to obtain

DNA binding energies inside DPS crystals without destroying them. It is known that the Hamil-

tonian of the system in the slow-growth method becomes dependent on the coupling parameter,

λ: H=H(p,q;λ), where p and q are momenta and coordinates of the particles, respectively. In

our simulations, Coulomb and Lennard-Jones terms were controlled by λ independently. The

number of coupling parameter values varied to achieve computational efficiency. This will be

described in more detail below. To ensure convergence when particles grow out of nothing, the

regular Lennard-Jones and Coulomb potentials were modified with soft-core potentials [31]. The

soft-core parameter was 0.5, the soft-core λ power was 1, the power of the radial term in the

soft-core equation was 6 as recommended for the MARTINI force field. For each value of the

coupling parameter, energy minimization and equilibrations were performed according to the

protocol described above. The production run was simulated up to 30 ns. The frequency for writ-

ing dH/dλ was 0.1 ps. Bennetts Acceptance Ratio (BAR) method [4] was used for calculating

values of 4G for transformations from two states using the bar module of Gromacs.

2. Results and Discussion

2.1. Free DNA and 1DPS-DNA Clusters

The systems of DNA in solution and DNA bound to single DPS molecule were considered

to develop a protocol for calculating the Gibbs free energy. Using the coupling parameter, we

gradually increased from zero the van der Waals interactions between DNA and the environment

at the electrostatic interactions turned off. When the van der Waals interactions became fully

turned on, we gradually increased the electrostatic interactions. This correspond to4G = −4G4

and 4G = −4G2 calculation. Unless otherwise noted, simulations were made for of DNA

configuration in solution at 30 ns and DNA with protein at 0.2 µs of the classical trajectory.

In Fig. 2a one can see the 4G = −4G4/N depending on the simulation time of the TI tra-

jectory. N = 24 is the number of base pairs of DNA. For computational efficiency, we tried to find

the minimum number of well-chosen values of the coupling parameter N(λ) by testing between

42 and 200 λ values, and trajectory lengths sufficient to estimate the energies. We recalculated

the values of the Gibbs energy every 1 ns starting from the trajectory time of 2 ns to track

the output of the function to a plateau, the points are shown in the figure by triangles (DNA-

solution) or circles (DNA-DPS). Curves with pink triangles (circles) correspond to simulations

with counterions, with blue triangles to simulations with the E. coli cell concentration of ions

(E. coli ions) [35].

DNA in solution and a DNA cluster with one DPS molecule with counterions was considered

as the simplest model. Choosing 4λ=0.01, we simulated 200 trajectories with different values

of λ (blue curve in Fig. 2a). Reducing N(λ) to 42 made it possible to increase the simulation

performance by a factor of 5, while a change in the free energy value of only 1.5% was observed

(brown curve in Fig. 2a). This value −2.2 kJ/mol is less than the statistical error (±3.1 kJ/mol).

It provides sufficient overlap of the phase space. A further decrease in N(λ) is impractical, as

it leads to results that violate the second law of thermodynamics because of undersampling

regardless of the length of the trajectory. Unfortunately, it is difficult to judge the quality of the

obtained data due to the impossibility of obtaining the values of the free energy of solvation of

this DNA by experimental methods. However, the obtained values are in good agreement with

other data on the solvation of nucleic bases [22].
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Figure 2. The change in the Gibbs energy for the transition of DNA from completely non-

interacting to fully interacting with the solution (a) and with one DPS molecule in the solu-

tion (b). The insets show DNA radius of gyration (a) in different systems and the structure of a

DNA cluster with one DPS molecule (b). DNA molecule is shown in red, DPS molecule is blue,

mobile N-termini of DPS (1-20 terminal residues) are green

Simulations of DNA at E. coli ion concentration in solution and with DPS were chosen to

demonstrate how the time of the original classical trajectory may affect free energy calculations.

As starting points for TI, the conformations of the system were taken at two points of the classical

trajectory, namely 30 ns (Fig. 2a black line) and 300 ns (Fig. 2a red line). The difference in free

energy values turned out to be about 5% (−8.25 kJ/mol). As it can be seen from the comparison

of the blue and red curves, a solution with E. coli ions seems to be more energetically favorable

for DNA than a solution with counterions. Inset in Fig. 2a shows that the radius of DNA

gyration practically does not change from λ, regardless of the considered system (free DNA or

DNA-protein).

Figure 2b shows that the value of the Gibbs energy (−4G2) of a DNA cluster with one

DPS molecule (see the structure in the inset) is affected by both the ionic composition and the

adjustment of the ionic and protein environment. A change in the conformation of the protein

may also be important, but verification of this was beyond the scope of this work. The starting

point of preliminary dynamics simulation of DNA-DPS with E. coli ions is clearly insufficient

to obtain acceptable value of the free energy, because the ionic environment does not have time

to accurately rearrange (blue curve in Fig. 2b). The simulation with counterions after 100 ns

dynamics (brown curve) gives a similar value. While the preliminary simulation of the system

with E. coli ions for 1 µs (black curve) brings lower values of the Gibbs energy. Thus, to obtain

Gibbs energies, it is desirable to carry out a preliminary simulation of the dynamics of DNA

in solution for at least 30 ns. As for DNA-protein complexes, a preliminary simulation of at

least 100 ns is required. What about TI, it is desirable to simulate trajectories of at least 15 ns

with N(λ) about 40 for DNA in solution and closer to 30 ns with N(λ) about 50 for DNA in

DNA-DPS complexes.
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2.2. DNA-DPS Clusters and Crystals

Figure 3 shows the difference in Gibbs free energies according to equation (1), i.e. free

energies of DNA-protein binding depending on the simulation time of TI. Average values per

one base pair of DNA are given. Figure 3a shows curves for the systems with counterions, while

Fig. 3b is for the E. coli ions. The structure of the DNA cluster with 1DPS is shown above in

inset of Fig. 2b. The structure of DNA clusters with 2DPS, 3DPS, and 4DPS can be seen in

Fig. 3a. Clusters of DNA-4DPS have three different shapes (denoted x, y, z) due to different

positions of DPS molecules relative to each other. This is described in details in 1.1. DNA

adsorbed on 2D-crystal of DPS and embedded in 3D-crystal are shown in Fig. 3b. In a crystal,

DNA can be located in several directions, which corresponds to clusters with 3 DPS and 4 DPS,

which is also detailed in 1.1. The composition of the systems is given in Tab. 1.

In Fig. 3a, the black curve corresponds to the free energy of DNA binding to one DPS

molecule and becomes close to zero already after 15 ns of simulation and approaches the value

44G = −0.63±2.12 kJ/mol in 26 ns. When clusters are enlarged (by adding DPS molecules),

we obtain even positive values of 44G up to ∼50 kJ/mol per base pair, i.e., such a process

is energetically unfavorable (brown, yellow, orange and red curves in Fig. 3a). However, as

it can be seen from the blue curve, the presence of DNA inside the DPS crystal is favorable

with 44G = −44.12±6.07 kJ/mol. As it was shown in [38], DNA stabilizes DPS crystals due

to the formation of additional interactions in the system (N-terminus of one DPS molecule)-

DNA-(another DPS molecule). The black curve in Fig. 3b (DNA cluster with 1DPS) lies in

the negative region. That is, in the presence of ions, the formation of such a cluster becomes

advantageous with44G = −7.21±1.32 kJ/mol. Slightly less favorable is the adsorption of DNA

on a 2D-crystals of DPS (light green curve in Fig. 3b), 44G = −4.77±1.36 kJ/mol. It should

be noted that during the formation of a cluster with one DPS molecule, only one N-terminus

is involved in DNA binding. While DNA adsorption on the crystal surface, several N-termini

are involved (green DPS regions in the insets). Channels bordered by three DPS molecules

(green curve in Fig. 3b), as well as clusters of three DPS molecules, are unfavorable for DNA

(44G 15kJ/mol). Presumably, these channels cannot serve as the main “warehouses” of DNA,

but possibly can serve for DNA as transition regions of crystals between other channels. The

presence of ions favors the growth of clusters (orange line in Fig. 3b). Binding free energy of DNA

with 4 molecules of DPS is 44G = −23.76±4.39 kJ/mol. The binding free energies of DNA in

the main (blue line in Fig. 3b) and additional (blue and purple lines) channels of DPS 6GCM

protein crystals are negative and equal, respectively, 44G = −11.82±5.2 kJ/mol, −16.7±4.29

kJ/mol, and −23.96±4.63 kJ/mol. Nevertheless, these values are lower by absolute value than

for DNA in the presence of counterions given above. Thus, the formation of DNA-DPS clusters

is more favorable and possible in the presence of ions, while the retention of DNA in a bound

state is more favorable at low ionic strength.

Conclusions

In this work, we have studied the binding free energies of DNA with the DPS protein in

different clusters and channels of 6PCM.pdb crystals of Escherichia coli DPS protein. In order to

obtain acceptable values of free energy when simulating in GROMACS 5.1 with the MARTINI

force field, two-stage simulations were carried out. At the first stage, we simulated the dynamics

on trajectories up to 0.2 µs (up to 1 µs for a DNA cluster with one DPS molecule). It was
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Figure 3. Binding Gibbs free energies of DNA (per base pair) in DNA-DPS complexes and

crystals for simulation with counterions (a) and normal concentration of ions in E. coli cells (b).

The insets show the structure of DNA-DPS clusters and crystals. DNA molecules are shown in

red, DPS molecules are blue, mobile N-termini are green

shown, that the trajectories for simulation of DNA dynamics ∼30 ns are quite enough, while for

DNA-DPS complexes should be not less than 0.1 µs and longer depending on the system. Even

for already formed DNA-DPS complexes, it is important to wait for the complete adjustment

of the ionic environment, which requires rather long trajectories for such systems. Subsequent

simulations by slow-growth thermodynamic integration method can be performed for DNA at
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∼40 points of the binding parameter. For computer-efficient calculation of the free energies of

binding of DNA in DNA-DPS complexes (clusters and crystals), it seems optimal to choose ∼50

points of the binding parameter. It has been shown that a solution with an ion concentration

corresponding to that in the E. coli cells may be more favorable for DNA binding into DNA-

protein clusters, while a solution with low ionic strength may be more optimal for co-crystals.
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Supercomputer molecular modeling methods are applied to characterize structure and dy-

namics of the flavin-dependent enzyme RutA in the complex with molecular oxygen. Following

construction of a model protein system, molecular dynamics (MD) simulations were carried out us-

ing either classical force field interaction potentials or the quantum mechanics/molecular mechan-

ics (QM/MM) potentials. Several oxygen-binding pockets in the protein cavities were located in

these simulations. The QM/MM-based MD calculations rely on the interface between the quantum

chemistry package TeraChem and the MD package NAMD. The results show a stable localization

of the oxygen molecule in the enzyme active site. Static QM/MM calculations carried out with

two different packages, NWChem and TURBOMOLE, allowed us to establish the structure of the

RutA-O2 complex. Biochemical perspectives of the hallmark reaction of incorporating oxygen into

organic compounds emerged from these simulations are formulated.

Keywords: computational modeling, molecular dynamics, quantum mechanics/molecular me-

chanics, protein-oxygen interaction, flavin-dependent enzymes.

Introduction

Modeling vitally important reactions of biomolecules with molecular oxygen is one of the

most demanding subjects in life sciences. In particular, it is necessary to account for activation

of the initially chemically inert molecule O2 in the triplet spin state in order to obtain chemically

reactive species. Computer simulations of elementary steps of the oxidation reactions require ap-

plication of various modeling tools, including construction of all-atom three-dimensional model

systems, preliminary relaxation of geometry parameters with the help of large-scale classical

molecular dynamics (MD) simulations, and application of the quantum-based methods to lo-

cate stationary points on the potential energy surfaces of different spin multiplicity to estimate

transition energies between electronic states, and to scan energy profiles along properly selected

reaction coordinates. Application of the quantum mechanics/molecular mechanics (QM/MM)

theory is an essential step in these simulations, which require high-performance supercomputer

facilities [21].

An additional requirement in studies of the oxygen-binding proteins is to characterize the

accommodation of O2 in the protein cavities, because the localization of oxygen in these sites is a

nontrivial experimental task. Only few structures in the Protein Data Bank [7] report complexes

of proteins with molecular oxygen, e.g., [5, 10, 18]. It should be also pointed out that the resulting

experimental electron density is produced using computational refinement [24] before deposition

to the structure databanks. Thus, computer simulations are indispensable for revealing structures

of the oxygen-binding proteins. In this work, we demonstrate the achievements and the problems

of the required computational procedures when considering interaction of O2 with the flavin-

dependent enzyme RutA from Escherichia coli as an important example.

Flavin-binding monooxygenaze RutA, catalyzing critical steps in degradation of uracil [16],

has been characterized by preforming O2 pressurized crystallography experiments and a specific
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O2 binding site has been suggested on the basis of these experiments [18]. RutA and other

monooxygenases employ flavin cofactors derived from riboflavin (vitamin B2) in the form of

flavin mononucleotide (FMN) or flavin-adenine dinucleotide that share the reactive isoalloxazine

ring and adopt various redox states of the system [26]. In general, the interaction of O2 with

flavin cofactors in flavoproteins is of a particular importance for biochemistry [1, 17].

1. Molecular Model Setup

We explore the recently published crystal structure PDB ID 6SGG [18] as an initial guess

of atomic coordinates of heavy atoms in the construction of the model system. According to the

reported data, the protein structure contains the non-covalently bound FMN cofactor and the

oxygen molecule near the isoalloxazine ring of FMN. In our simulations, hydrogen atoms were

added assuming the conventional protonation states of the polar residues Arg, Lys (positively

charged), Glu, Asp (negatively charged), at neutral pH. The histidine residues were assumed in

the neutral state. The loop Glu292 - Ala310, which is poorly defined in the crystal structure,

was manually refined. Topology files for the protein for MD simulations were constructed using

the psfgen toolkit of NAMD [22]. The force field parameters correspond to the CHARMM36

library [8]. Parameters of the FMN molecule in the reduced form (with the total charge -3 e)

were taken from Ref. [3] and those for the molecular oxygen were taken from Ref. [29]. Water

molecules resolved in the crystal structure were kept in the model system, while solvation water

shells were built using the visual molecular dynamics (VMD) plugins [13], the TIP3P water

model was employed. The model system composed of 42174 atoms in total.

The constructed model system is illustrated in the main frame in Fig. 1 showing the sec-

ondary structure of the RutA protein (α-helices and β-sheets), the FMN molecule without

hydrogen atoms, and the oxygen molecule. The inset in Fig. 1 shows the all-atom model of

FMN and the O2 molecule near the isoalloxazine ring. The atoms of the latter, N5 and C4a, are

considered as competing sites for flavin oxidation, according to the current dispute [18].

Classical MD simulations were carried out using the NAMD 3.0 software package [22].

The isothermal-isobaric (NPT) ensemble at P = 1 atm and T = 300 K using the Nosé-Hoover

Langevin piston pressure control and the Langevin dynamics were employed. Integration step was

set to 1 fs. Periodic boundary conditions and the particle mesh Ewald algorithm to account for

the long-range electrostatic interactions were applied, whereas the non-bonded interaction cut-off

parameter was set to 12 Å. The solvation water box was equilibrated in a short 1 ns calculation

while keeping the protein heavy atoms fixed. The use of NAMD allowed us to efficiently utilize

the DGX-2 supercomputer. The node configuration included Dual Intel Xeon Platinum 8168,

1.5 TB RAM, 16 NVIDIA Tesla V100 GPUs (NVSwitch interconnect) and a 30 TB NVMe

RAID0 SSD storage. We ran a swarm of 8 trajectories simultaneously on a single DGX-2 node,

while only 8 CPU cores were utilized. This is possible with the new GPU-resident version of

NAMD 3.0 with the CUDASOAintegrate option set to “on”. Our benchmark showed that at

maximum, 16 parallel trajectories can be executed to exploit all the V100 GPUs of a DGX-2

node, which results in a performance of over 1000 ns/day for model systems considered in this

work.

Panels in Fig. 2 illustrate the main conclusions, which can be drawn from classical MD

simulations. Panel (a) reports that the overall protein structure remains stable throughout the

classical MD trajectories, the graph shows the root mean square deviation (RMSD) calculated
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Figure 1. Computationally derived model system of the RutA protein with the FMN cofactor
and the oxygen molecule. Conventionally, α-helices of the protein are shown in red, β-sheets
in cyan. The red dots surrounding the protein refer to solvation water shells. The inset in the
right part shows the FMN-O2 species with the hydrogen atoms. Carbon atoms are colored green,
oxygen – red, nitrogen – blue, phosphorus – orange, hydrogen – white. C4a and N5 atoms form
a covalent bond

over the CA atoms of the amino acid residues in a typical run. Panel (b) reports that the

non-covalently bound FMN cofactor remains in a single stable conformation as well.

The most important finding refers to the location of the O2 molecule. The calculations show

(see Fig. 2) that the molecule is localized in different protein pockets in MD runs. Pocket-1

roughly corresponds to the arrangement identified in the crystal structure PDB ID 6SGG. Here,

the oxygen molecule fluctuates in the region between the flavin moiety, polar residues Asn134,

Thr105 and a hydrophobic cluster of Leu65, Met67 and Phe25 sidechains. The retention time

of oxygen in any pocket varies from hundreds of picoseconds to tens of nanoseconds. We notice

that along the MD trajectories, the oxygen species tends to move from pocket-1 to pocket-2 or

pocket-5. In pocket-5, the O2 molecule is surrounded by water molecules and resides closer to

the C4a atom of the flavin molecule (see Fig. 1). Pocket-2 is mostly hydrophobic; it is formed by

the sidechains of Asn134, Phe224, Ala206, Leu65 and flavin. Pocket-3 consists of the sidechains

Phe222, Phe224, Tyr257, Ile204, Phe63; it is close to the protein outer surface, showing one

of the obvious ways connecting the pocket-1 (identified in the crystal structure) to the bulk,

1 → 2 → 3. Pocket-4 is formed by the FMN phosphate group, the Tyr160, Cys205 sidechains

and nearby main chain of β-strands. From the practical point of view, classical MD simulations

with the CHARMM36 force field described here are feasible for conformational sampling in

this complicated biomolecular system. However, these simulations lack to describe an important

feature of this system, that is to model a partial electron transfer from the reduced FMN moiety

to the O2 species [5]. Therefore, we consider MD simulations for this complex with the QM/MM

potentials, that is the QM/MM MD approach.
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Figure 2. The results obtained in classical MD simulations: (a) RMSD over the CA atoms
during a classical MD trajectory; (b) RMSD over the heavy atoms of FMN (in both cases, a,
and b, the alignment was performed for the protein backbone in all the frames relative to the
crystal structure PDB ID 6SGG); (c) the located pockets in protein cavities for the O2 molecule
shown by pairs of large yellow balls

2. QM/MM MD Simulations

The QM/MM MD trajectories were initiated from the frames of classical MD in the vicinity

of pocket-1. We assigned to the quantum subsystem the oxygen molecule and the atoms from the

molecular groups from the isoalloxazine ring of FMN, Asn134 and Thr105 side chains (see Fig. 3).

The QM part consisted of 56 atoms in total, and it was treated at the density functional theory

(DFT) level with the range-separated ωB97X functional [9] and the D3 dispersion correction [12].

The 6-31G** basis set was employed for carbon and hydrogen atoms and 6-31+G** for nitrogen

and oxygen atoms. The QM subsystem was treated in the triplet state due to the ground

electronic state of O2 using the unrestricted DFT approach. The remaining atoms of the model

system were assigned to the MM part described by the CHARMM36 [8] force field. Presently,

MD simulations with the QM/MM potentials benefit greatly from the GPU systems because of

the use of the software stack of TeraChem [23] and NAMD [22] with the appropriate interfaces.

The originally implemented interface [19] had some pitfalls, which were recently fixed [14].

The present simulations were carried out on 8 GPUs in parallel resulting in a combined

172 ps trajectory. The measured performance was ≈2.5 ps per day on a single GPU or 40 ps per

single DGX-2 node.

The important results of these simulations are as follows. First, we observe a significant

electron density transfer to the O2 molecule from FMN. For instance, the amount of the Mulliken

charge on the O2 moiety was up to 0.4 e, when O1-N5 or O2-N5 distances were less than

3 Å. Second, the graph of distances between the oxygen atoms in O2 and the N5 atom in

the isoalloxazine ring of FMN shown in the right part in Fig. 3 demonstrates that the oxygen

molecule stably resides in the protein. Third, this graph predicts a N5-O1/O2 distance of 3.5 Å,
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Figure 3. Left – quantum subsystem in the QM/MM MD calculations. Right – graph of the
distances between the oxygen atoms in O2 and the N5 atom in the isoalloxazine ring of FMN
along the QM/MM MD trajectories

which is significantly longer that the distance 2.09 Å observed in the parent crystal structure

PDB ID 6SGG [18]. Hence, we observe a clear discrepancy in the experimentally determined

and computed O-N5 distances.

3. QM/MM Calculations

In this subsection, we report the results of static QM/MM calculations carried out to locate

the minimum energy points on the potential energy surface of the RutA-O2 complexes using

two different quantum chemistry software packages. We note that QM/MM simulations are less

demanding in computational efforts as compared to the QM/MM MD approach. For instance, a

micro iterative structure optimization in QM/MM requires approximately 102 energy-gradient

calculations, whereas a mere 10 ps QM/MM MD trajectory requires 104 such calculations.

Nevertheless, QM/MM simulations, which rely on ab initio-type quantum chemistry approaches

in QM, are still quite expensive for biomolecular systems composed of thousands atoms as in

our case.

First, we describe the use of a modern computer based on a consumer-grade 16 core Ryzen

5950x CPU. We applied the software stack of Tcl ChemShell [25] with the efficient DL-FIND

optimizer [15] and TURBOMOLE quantum chemistry software package [6]. ChemShell was

compiled on Ubuntu Linux 18.04 using gfortran/gcc version 7.5, OpenMPI v. 2.1.1. Preliminary

testing showed that this strategy is very efficient for QM/MM calculations.

In the TURBOMOLE/ChemShell calculations, the same QM-MM partitioning was assumed

for the protein with the FMN and O2 cofactors as in the previously described QM/MM MD

simulations using TeraChem/NAMD. The MM part was treated with the CHARMM36 force

field, but no cut-off or periodical boundary conditions were imposed unlike the case of MD

calculations. The protein solvation box was trimmed to a water monolayer; therefore, the system

contained 11445 atoms in total. No protein residues, ligands or water molecules were frozen

during energy minimization. The typical step of the QM energy and gradient evaluation in

the field of MM charges took ≈1.5–2 minutes to calculate with 16 OpenMP threads using

TURBOMOLE, while DL-FIND optimizer iteration (including the MM energy and gradient

evaluation) takes 0.3 seconds with 16 MPI processes. Thus, a typical calculation takes around
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6 hours of wall time to reach convergence. Using all 16 cores allows for significant speedup of

10 times compared to a single core for both the TURBOMOLE and DL-FIND. If the starting

conformation for the minimum energy search is taken from a MD frame with the oxygen molecule

in pocket-1 (see Fig. 2), then the QM/MM minimum corresponds to the structure shown in

the left side in Fig. 3 with the following distances: 3.05 Å for ND(Asn134)-O2, 1.20 Å for

O1-O2, 3.09 Å for O1-N5(FMN). The latter value is the most important result of this set of

calculations. Consistently with the results of QM/MM MD simulations described above, this

shows that the distance between any of the oxygen atom from O2 to the N5 of FMN cannot be

as low as 2.09 Å as reported in the crystal structure. The second approach to characterize the

RutA-O2 minimum energy structure using the QM/MM method was to apply the NWChem

software package [4] implemented at the Lomonosov-2 supercomputer [27]. That NWChem 6.6

local installation was compiled with the ifort and icc (Intel Parallel Studio 2019) while using the

MKL2019 and openmpi-4.0.1 libraries. Calculations were carried out utilizing 6–12 nodes per

task (84 to 168 MPI processes). Few novel options were introduced as compared to the QM/MM

calculations with TURBOMOLE/ChemShell. We considerably enlarged the QM-subsystem by

including the almost entire FMN molecule, the oxygen molecule, fragments of the side chains

of Lys 69, Trp139, Glu143, Glu292 and 15 water molecules (see the main frame in Fig. 4). We

took the initial conformation for the structure optimization from the MD frame corresponding

to the location of oxygen in pocket-5 of the complex (see Fig. 2). Now the selected groups in

QM completely cover the interacting groups if the oxygen molecule is placed at the center of

the QM-part. All other atoms of the model system are assigned to the MM part.

Figure 4. Molecular groups assigned to the quantum subsystem. The grey balls refer to the
hydrogen link atoms (HL#) introduced to saturate the broken bonds C-O (HL1), C-C (HL2,
HL5, HL6, HL4) and C-N (HL3) upon QM-MM partitioning. The inset in the right side shows
the same subsystem in another perspective to emphasize that the oxygen molecule is located
above the plane of the isoalloxazine ring of FMN. The distances from the oxygen atom of O2 to
the C4a and N5 atoms of FMN are given in Å
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Finally, we used other approximations in the QM/MM scheme. On the base of the previous

experience in modeling properties of flavin-containing photoactive proteins [20] we use here the

density functional theory (DFT) approach with the PBE0 functional [2], the 6-31G* basis set,

and the D3 dispersion correction [12] to compute energies and energy gradients in QM upon

optimization geometry parameters of the model system. As before, to model the system in the

triplet electronic state, the unrestricted DFT approach was used. The AMBER99 force field

parameters [28] are employed to estimate energy and energy gradients in MM.

As shown in the very recent study [11], the treatment of the QM-MM boundary as well

as of the embedding scheme is still an open question despite years of successful application of

QM/MM codes in modern software packages. It seems that the only way to report results of

QM/MM application that can be reproduced in subsequent simulations is to provide as many

technical details as possible. Therefore, we explicitly point out that the hydrogen link atom

scheme is applied here to saturate the dangling chemical bonds. These atoms and their positions

are shown using the dark grey color in Fig. 4. Distances between the hydrogen link atoms and

the partner atoms assigned to the QM part (here, all of them are the carbon atoms) are the

same as in the –CH3 groups.

The electrostatic embedding scheme is responsible for the interaction of the electron density

in QM and the partial charges on MM atoms. To provide the necessary details, we note that

NWChem performs a multi-region optimization procedure, i.e. at each optimization cycle, the

QM region is optimized for M1 steps (10 in our calculations), whereas the MM region is optimized

for M2 steps (300 in our case). If one applies the “density espfit” option in NWChem, this means

that the electron density of the QM region is approximated with the electric charges obtained

in the end of the QM part of the optimization cycle and used throughout the MM part. The

“density static” option corresponds to the numerical integration to obtain the electron density

of the QM region in the end of the QM part of each optimization cycle to use it during the MM

part of that optimization cycle. Finally, we note that each link atom contacts the partner MM

atom from the broken chemical bond. We employed in our calculations the NWChem option

“mm charges exclude linkbond”, which means that all the MM point charges are taken into

consideration except the very ones located on the covalent QM/MM boundary. These MM point

charges are set to zero. As mentioned above, these computational details are necessary to make

the results reproducible.

The inset in Fig. 4 shows that the located equilibrium geometry configuration corresponds to

the location of the oxygen molecule near the isoalloxazine ring of FMN. The computed distance

between the closest to the ring oxygen atom and the C4a atom of flavin is 3.15 Å, whereas the

O-N5 distance is 3.80 Å. The corresponding distances in the crystal structure PDB ID 6SGG

are 3.11 Å and 2.09 Å.

To sum up, we conclude that a variety of computational approaches applied in this work show

that the complex of the flavin-dependent protein RutA is able to bind the oxygen molecule in

protein cavities, thus by forming the active site suitable for oxidation reactions. One of the found

oxygen-binding pockets is very close to the site identified by the O2 pressurized crystallography

experiments [18]. However, our calculations could not reproduce a rather short O(oxygen)-

N5(FMN) distance 2.09 Å in the structure of RutA-O2 complex reported by the results of

crystallography experiments. The experimentally obtained value for the distance seems to be

too short for a hydrogen bond, if N5 is protonated in the reduced from of FMN, and too long for a

covalent bond, if one assumes a covalent binding of oxygen to the deprotonated nitrogen in FMN.
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As location of a small molecule O2 in protein cavities remains a challenging experimental task,

we suggest that in order to obtain reliable results, experimental data should be combined with

the results of appropriate computational approaches, including the results of computationally

demanding quantum-based methods. This issue becomes even more critical, if the precise location

of the oxygen molecule in the structure of the active site is considered as a crucial point defining

possible reaction mechanisms of a flavin-containing monooxygenase [1, 17, 26].

Conclusion

We demonstrate the application of high-performance computational methods to model the

puzzling biochemical reactions of molecular oxygen with proteins, taking the interaction of oxy-

gen with the flavin-containing monooxygenase RutA as a representative example. The presence

of the oxygen molecule in model systems considerably complicates studies of structure and

dynamics of large protein macromolecules, especially taking into account that localization of

oxygen in protein sites is a nontrivial experimental task. Application of a wide spectrum of

computational approaches including classical and QM/MM-based molecular dynamics as well

as QM/MM optimization allowed us to characterize the RutA-O2 complex and to dispute the

recently reported crystallography structure of this complex. We show how the computational

strategies can be optimized to apply several modern software packages in molecular modeling

(NAMD, NWChem, TeraChem, ChemShell) using their options, which are often hidden for a

user.
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The nucleosome is the basic unit of eukaryotic DNA compaction. It consists of about 147

base pairs wrapped around an octamer of histone proteins. Nucleosomal dynamics provides the

availability of packaged DNA for various factors that carry out the vital processes associated with

chromatin. It is not completely known how the structure and dynamics of the nucleosome de-

pends on the ionic environment. The current researches do not give an unambiguous answer and

often contradict each other. In this paper, we demonstrate supercomputer molecular dynamics

simulations of nucleosome models surrounded by monovalent sodium and potassium cations. An-

alyzing the trajectories, we have shown the details of the distribution of sodium and potassium

ions around the linker DNA, nucleosomal DNA at the sites of nucleosomal opening, and histone

residues involved in the process of nucleosomal breathing. We have demonstrated the mobility of

DNA linkers and the process of nucleosomal unwrapping in various ionic environments, and also

assessed the probable mechanisms of the dependence of nucleosome unwrapping on the type of

ions in the system. Our study is intended to emphasize the importance of understanding the role

of the ionic environment in the functioning of chromatin.

Keywords: molecular modeling, molecular dynamics simulations, nucleosomes, protein-DNA

interactions, monovalent cations, sodium, potassium.

Introduction

The length of DNA in a human cell is about 2 meters, which is 200,000 times the diameter

of the nucleus [37]. To fit DNA in the nucleus, it must be packed into a compact structure –

chromatin, the elementary unit of which is the nucleosome. The nucleosome is formed by a

histone octamer (two H2A-H2B dimers in complex with a tetramer H3-H4/H3-H4), which is

wrapped by DNA about 147 base pairs long in a 1.67-turn of a left-handed superhelix (Fig. 1).

This structure is also called nucleosome core particle (NCP) [26, 38]. Neighboring nucleosomes

are connected by the so-called linker DNA with a length of 10 to 90 bp depending on the type

of organism, cell type, stage of the cell cycle, and location in the cell nucleus [2, 21].

The nucleosome is dynamic [4]. Its dynamic plays a key role in the vital processes that take

place in the nucleus. An important part of nucleosomal dynamics is nucleosome breathing, which

is the unwrapping of up to twenty base pairs from the NCP. The process of nucleosomal breathing

is driven by dynamic interactions between neighboring DNA strands, as well as interactions

between DNA and histones. The main meaning of nucleosomal breathing is to regulate the

availability of DNA for factors that carry out chromatin-associated processes.

The nucleosome is a charged structure [17], and most of the contacts between DNA and his-

tones are electrostatic. This causes the dependence of nucleosome structure and dynamics on the

ionic environment. In living systems, the main monovalent ions are Na+ and K+. While sodium

prevails in the extracellular environment, potassium dominates in the intracellular environment,

being an essential element of the DNA environment. One of the hypotheses for such distribu-

tion of ions in eukaryotic cells, suggests a more efficient implementation of chromatin-associated
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Figure 1. Nucleosome model in simulated system

processes in the potassium environment compared to sodium [21]. Nevertheless, due to the sim-

ilarity of Na+ and K+ ions, most of the experimental work related to the study of nucleosomes

is carried out in media containing sodium ions. Some works demonstrated the identity of exper-

imental results obtained in potassium and sodium solutions [7, 22–24]. However, today, more

and more researchers are declaring significant differences between these ionic environments. The

key difference between sodium and potassium is the diameter of the ions: sodium has a smaller

diameter than potassium. At the same time, the diameter of the hydration shell of sodium is

larger than that of potassium. This difference can affect the features of ions interactions with

the nucleosome and their distribution around it. As a result, structure and dynamics of the

nucleosome, which determine the efficiency of various processes associated with chromatin, can

be affected.

For example, the question of the comparative affinity of sodium and potassium ions for DNA

has not yet been unambiguously resolved. Some computational work suggests a higher affinity for

sodium [40]. In turn, the results of experimental work are contradictory. Earlier studies suggest

a greater affinity for potassium [47]. More recent studies, including works made with the ion

counting method, indicate that the affinity of sodium and potassium ions for DNA does not

differ or differs slightly [6, 23, 25].

Molecular dynamics and experiments show that sodium ions pack DNA [47] and polynu-

cleosomal chains [2] more effectively than potassium ions. Thus, sodium ions can suppress the

natural dynamics of chromatin. However, at the level of mononucleosomes the opposite effect

is observed: the nucleosome acquires a more compact conformation in the potassium environ-

ment [28].

The type of ions in the medium can also influence the contacts between DNA and histones.

Binding of DNA and histones is primarily due to electrostatic interactions between the neg-

atively charged phosphate groups of DNA and the positively charged side chains of arginine

and lysine amino acids through ion pairs [27]. It was shown that in the presence of mono- and
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divalent cations, these interactions weaken, and their geometry changes due to the polarization

of the phosphate groups charges towards ions [13]. Thus, the main role of cations in interactions

between DNA and histones is the regulation of these interactions, in particular, the modulation

of the dynamics of nucleosomal DNA opening and closing by weakening intermolecular contacts.

One of the powerful tools for studying the structure and dynamics of nucleosomes is the

molecular dynamics (MD) method, which makes it possible to interpret and supplement the

results of experimental studies. MD simulations have been applied to study the structure and

dynamics of nucleosomal DNA [39], nucleosomal unfolding [3, 12, 18, 44], functions and dynamics

of histone tails [9, 11, 15, 32, 36, 41], the role of histone post-translational modifications [14, 35],

DNA-DNA and DNA-protein interactions [46], counterion distribution around nucleosomes [30],

role of DNA sequence in nucleosome dynamics [42], etc. However, a detailed analysis of the ionic

environment of the nucleosome and the dependence of the nucleosomal structure and dynamics

on it has not been previously carried out. Due to the complexity and computation time, models

often require various approximations such as removing parts of the system (e.g. histone tails),

using implicit solvent models, or representing the system as a coarse-grained model to achieve

significant simulation times. At the moment, the duration of the longest trajectory of an all-

atom nucleosome model with intact histone tails, obtained using supercomputing, is about

15 µs [5]. However, many important dynamic processes of the nucleosome occur in the range

from microseconds to milliseconds [16], which requires an increase in speed and efficiency of

computational methods.

In this work, motivated by the ambiguity of the available evidence about the effect of the

monovalent cations type on the nucleosome structure and dynamics, we aimed to use all-atom

supercomputer molecular dynamics simulations to model nucleosome dynamics in different ionic

environments. Simulating the time trajectory of such a large all-atom model as the nucleosome

with ions requires considerable computing power. Thus, the most efficient way is to carry out

MD calculations on supercomputers, which make it possible to achieve significant computational

speeds and trajectory lengths. Using the Lomonosov-2 supercomputer, we obtained eight tra-

jectories for nucleosome models (including 20 bp linker DNA segment) in solution with Na+

and K+ ionic concentrations of 150 mM and 3 M. In our work, we analyzed the details of the

distribution of sodium and potassium ions around DNA of the nucleosome, and assessed the

possible effect of ions on the process of nucleosomal breathing.

1. Methods

1.1. Simulation Preparation

The work was carried out using the molecular dynamics simulations method. The systems

were based on the initial X-ray structure 1KX5 from the PDB database [10]. The 1KX5 structure

was modified by adding 20 bp DNA-linkers with identical sequence and truncating histone tails.

Sites of truncation were chosen in order to remove histone tails‘ flexible parts and avoid removing

parts near the globular core that make stable contacts with DNA and histones. The final modified

structure was placed in rhombododecahedral cell with periodic boundary conditions and minimal

distance from nucleosome to cell wall 2 or 3 nm depending on the system. Then water molecules

(TIP3P model) and K+ or Na+ and Cl− ions were added to reach the desired concentration

for the whole cell volume (150 mM or 3 M) (Fig. 1). In order to avoid possible fraying of base

pairs at the ends of DNA, an additional harmonic potential (with a force constant of 1000 kJ
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mol−1 nm−2) was applied to the distance between glycosidic nitrogen atoms of the terminal

base pairs. Simulations were performed with the GROMACS 2020.2 software package [1]. An

AMBER ff14SB force field [29] with parmbsc1 DNA parameter correction [20] and CUFIX ion

parameter correction [45] was used. The prepared systems were energy minimized and step-

by-step equilibrated with a gradual relaxation of harmonic positional restraints imposed on

all atoms except hydrogens. Minimization was carried out using the steepest descent gradient

method with positional restraints of 500 kJ mol−1 nm−2. Then the five stages of equilibration

were performed: 1. 100 ps with positional restraints of 500 kJ mol−1 nm−2 with a step of 0.5 fs;

2. 200 ps with positional restraints of 50 kJ mol−1 nm−2 with a step of 2 fs (then the step

was kept); 3. 200 ps with positional restraints of 5 kJ mol−1 nm−2; 4. 200 ps with positional

restraints of 0.5 kJ mol−1 nm−2; 5. 200 ps free simulation. The systems were modeled in an NPT

ensemble with a temperature of 300 K using the velocity rescale scheme [8] and with a 1 bar

pressure coupling using Parrinello-Rahman barostat [34]. The molecular dynamics simulation

step was 2 fs, and frames in the molecular dynamics trajectory simulation were saved every

1 ns. Detailed simulated systems description and production run protocol files may be found at

https://github.com/intbio/Kosarim_et_al_2022.

Simulations were performed on the Lomonosov-2 supercomputer [43] using 1 computing

node, having 14 CPU cores and one NVidia Tesla K40 GPU. Average speed of simulation was

6 ns per day. For calculation of non-bonded interactions GPU was used.

1.2. Trajectory Analysis

The resulting trajectories were analyzed using Gromacs [1], MDAnalysis [31] and VMD [19]

programs, as well as algorithms developed by our scientific group using Python 3.

The unwrapping of nucleosomal DNA during nucleosome breathing was measured as the

length of a DNA fragment in which all base pair centers were more than 7 angstroms further

from the centers of any base pair in the initial structure.

Radial distribution functions (RDF) of the of sodium and potassium ions were plotted

around two regions of the nucleosome DNA, namely, around any atom of DNA linkers (74-

92 bp, “linker”) and nucleosomal DNA in the region of the exit from the nucleosome (54-73 bp,

“core”). The functions were normalized in such a way as to converge to 1 at large values of the

distance.

Survival probability (SP) reflects the probability of finding ions within a given radius from

DNA within a certain time. In our case, we considered the probability of detecting sodium and

potassium ions at concentrations of 150 mM and 3 M within a radius of 5 angstroms from any

DNA atom around DNA linkers (74-92 bp, “linker”) and nucleosomal DNA (54-73 bp, “core”).

For a comparative analysis of the spatial distribution of sodium and potassium ions around

DNA, the occupancy of ions near the nucleosomal DNA in the region of the DNA exit from

the nucleosome (base pair number 54-73) was plotted. The occupancy values are obtained as

follows: the space is divided by a cubic lattice in a certain cell size (in this case, 1 angstrom);

during the analysis the lattice nodes are assigned the values 0 or 1 depending on whether one

or more of the considered atoms intersect with them; then the results are averaged along all the

trajectory. For this analysis, we selected pairs of systems that demonstrate the greatest opening

of the DNA in nucleosome (K150/Na150 and K3000a/Na3000a).
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2. Results and Discussion

The study of the influence of the monovalent cations type on the process of nucleosome

breathing was carried out on eight systems, mainly differing in the type of cations, their con-

centration and simulation time (Tab. 1).

Table 1. Simulated systems

System K150 K3000 K3000a K3000b Na150 Na3000 Na3000a Na3000b

Atom number 319435 302890 397389 302890 323520 302890 397389 302890

Water molecules 99490 89184 119461 89184 99490 89184 119461 89184

Cation type K+ K+ K+ K+ Na+ Na+ Na+ Na+

Ions number, cation/Cl 577/271 5723/5417 7557/7251 5723/5417 577/271 5723/5417 7557/7251 5723/5417

Cation concentration, mM 150 3000 3000 3000 150 3000 3000 3000

Distance to the box, nm 2 2 3 2 2 2 3 2

Time, µ s 1.37 0.92 0.94 0.16 0.88 0.80 0.93 0.16

2.1. DNA Unwrapping

DNA unwrapping was observed in trajectories at timescales of greater than 1 microsecond

for ion concentrations of 150 mM and at timescales of hundreds of nanoseconds for 3M concen-

trations (Fig. 2). The obtained results clearly demonstrate the asymmetric nature of nucleosome

breathing in our simulations, that was experimentally shown by Ngo and colleagues [33]. De-

spite the fact that the nucleosome unwrapping in the obtained graphs is observed mainly in

the potassium environment, this, unfortunately, cannot serve as unambiguous evidence of the

influence of the ions type due to the probabilistic nature of nucleosome breathing and the short

duration of simulations.

(a) K150 system (b) Na150 system

(c) K3000 system (d) Na3000 system

(e) K3000a system (f) Na3000a system

(g) K3000b system (h) Na3000b system

Figure 2. Profiles of the extent of DNA unwrapping during MD simulations and corresponding
overlays of MD snapshots spaced 50 ns apart
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2.2. Radial Distribution of Ions

According to the radial distribution function (RDF) plots (Fig. 3), several important obser-

vations can be made: firstly, the plots of the ionic distribution around DNA linkers are higher

than around nucleosomal DNA, which indicates a greater probability of potassium and sodium

ions binding to the linker DNA than to the nucleosomal DNA; secondly, the plots for sodium

and potassium ions do not differ significantly, which indicates a similar probability of detecting

potassium and sodium ions near both linker and nucleosomal DNA.

(a) K150/Na150 systems (b) K3000/Na3000 systems

(c) K3000a/Na3000a systems (d) K3000b/Na3000b systems

Figure 3. Radial distribution functions of Na+ and K+ ions around linker (“linker”) and nucle-
osomal (“core”) DNA

The first observation can be explained due to the fact that some of the ion-binding sites on

nucleosomal DNA can be occupied by the amino acid residues of the adjacent histones or by

N.A. Kosarim, G.A. Armeev, M.P. Kirpichnikov, A.K. Shaytan

2022, Vol. 9, No. 2 61



adjacent DNA gyres. The second observation may be a consequence of the fact that both types

of ions have similar interaction patterns with the DNA.

2.3. Survival Probability of Ions

The calculated survival probability (SP) plots demonstrate higher values of the SP for

sodium ions compared to potassium ions near the linker and nucleosomal DNA, both at a con-

centration of 150 mM and at 3 M (Fig. 4). This indicates a longer interaction of sodium ions with

DNA. We would also like to note the increased SP of both types of ions near nucleosomal DNA

compared to the SP near linker DNA. This observation indicates a relatively longer residence

time of both types of ions near nucleosomal DNA. This can be explained by the interactions of

ions with histones or the neighboring gyres of the nucleosomal DNA, preventing their movement.

(a) K150/Na150 systems (b) K3000/Na3000 systems

(c) K3000a/Na3000a systems (d) K3000b/Na3000b systems

Figure 4. Survival probability of Na+ and K+ ions in 5 Å around linker (“linker”) and nucleo-
somal (“core”) DNA in simulation pairs
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2.4. Ionic Occupancy

In systems with a sodium environment, where the nucleosomal DNA is predominantly

wrapped on both sides during the entire simulation, the occupancy of sodium ions does not

significantly differ (Fig. 5). At the same time, in systems with potassium ions, and especially

in the K3000a system, there is a clear difference in the ion occupancy in the space between

adjacent DNA gyres.

(a) K150 system (b) K3000a system

(c) Na150 system (d) Na3000a system

(e) Scheme of nucleosome

Figure 5. Occupancy of Na+ and K+ ions around nucleosomal DNA at entry/exit regions and
corresponding scheme of nucleosome

N.A. Kosarim, G.A. Armeev, M.P. Kirpichnikov, A.K. Shaytan

2022, Vol. 9, No. 2 63



The occupancy is increased on the non-unwrapping side of the nucleosome (“Linker 2”),

where the DNA segment of the upper and lower DNA gyre reside closer together throughout the

entire trajectory. At the same time, occupancy on the unwrapping side (“Linker 1”) is lower.

This may indicate both that the approach of DNA segments leads to the accumulation of ions

in the intermolecular space, and the opposite – ions, accumulating between and around the

adjacent DNA segments, prevent their repulsion and, in this case, the nucleosome breathing.

Conclusion

As a result of this work, we have made important observations concerning the distribution

of monovalent sodium and potassium cations around the nucleosomal DNA, as well as their

influence on the structure and dynamics of the nucleosome linker region. In particular, plots

of nucleosome unwrapping, radial and temporal distribution functions, and populations of both

types of ions near linker and nucleosomal DNA were obtained. We showed that the concentration

and mobility of both types of ions near the nucleosomal DNA is lower than around the linker

DNA, which can be explained by the interactions of DNA with histones and interactions between

neighboring DNA gyres. The noted longer residence time of sodium ions near the DNA presum-

ably indicates their greater affinity for DNA compared to potassium ions at least within the force

field model used in our simulations. Among other things, it has been demonstrated that ions

tend to accumulate in the space between the nucleosomal DNA gyres, probably contributing to

their attraction and thus preventing nucleosome breathing. The problem of monovalent cations

type effect on nucleosome requires further examination due to its ambiguity. Nevertheless, the

use of potassium, which is predominant in vivo, may be preferred in computer simulations.
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particle at 2.8 Å resolution (1997)

27. Luscombe, N.M., Laskowski, R.A., Thornton, J.M.: Amino acid-base interactions: a three-

dimensional analysis of protein-DNA interactions at an atomic level (2001)

28. Lyubitelev, A.V., Studitsky, V.M., Feofanov, A.V., Kirpichnikov, M.P.: Effect of sodium and

potassium ions on conformation of linker parts of nucleosomes. Moscow University Biological

Sciences Bulletin 72, 146–150 (2017). https://doi.org/10.3103/S0096392517030075

29. Maier, J.A., Martinez, C., Kasavajhala, K., et al.: ff14SB: Improving the accuracy of protein

side chain and backbone parameters from ff99SB (2015)

30. Materese, C.K., Savelyev, A., Papoian, G.A.: Counterion atmosphere and hydration pat-

terns near a nucleosome core particle. Journal of the American Chemical Society 131, 15005–

15013 (2009). https://doi.org/10.1021/ja905376q

31. Michaud-Agrawal, N., Denning, E.J., Woolf, T.B., Beckstein, O.: MDAnalysis: A toolkit

for the analysis of molecular dynamics simulations. Journal of Computational Chemistry 32,

2319–2327 (2011). https://doi.org/10.1002/jcc.21787

32. Morrison, E.A., Bowerman, S., Sylvers, K.L., et al.: The conformation of the histone H3

tail inhibits association of the BPTF PHD finger with the nucleosome . https://doi.org/

10.7554/eLife.31481.001

Analysis of Ion Atmosphere Around Nucleosomes Using Supercomputer MD Simulations

66 Supercomputing Frontiers and Innovations

https://doi.org/10.1016/j.jmb.2020.166744
https://doi.org/10.1038/nmeth.3658
https://doi.org/10.1002/bies.202000108
https://doi.org/10.1002/bies.202000108
https://doi.org/10.1016/S0006-3495(99)77107-9
https://doi.org/10.1016/S0006-3495(99)77107-9
https://doi.org/10.1021/jp9913517
https://doi.org/10.1021/jp9913517
https://doi.org/10.1021/bm000042f
https://doi.org/10.1021/bm000042f
https://doi.org/10.3103/S0096392517030075
https://doi.org/10.1021/ja905376q
https://doi.org/10.1002/jcc.21787
https://doi.org/10.7554/eLife.31481.001
https://doi.org/10.7554/eLife.31481.001


33. Ngo, T.T., Zhang, Q., Zhou, R., et al.: Asymmetric unwrapping of nucleosomes under

tension directed by DNA local flexibility. Cell 160, 1135–1144 (2015). https://doi.org/

10.1016/j.cell.2015.02.001

34. Parrinello, M., Rahman, A.: Polymorphic transitions in single crystals: A new molecular

dynamics method. Journal of Applied Physics 52, 7182–7190 (1981). https://doi.org/10.

1063/1.328693

35. Peng, Y., Espiritu, D., Li, S., et al.: Deciphering the effects of post-translational modifi-

cations and mutations on histone tail dynamics and interactions. Biophysical Journal 121,

361a (2022). https://doi.org/10.1016/j.bpj.2021.11.931

36. Peng, Y., Li, S., Landsman, D., Panchenko, A.R.: Histone tails as signaling antennas of

chromatin. Current Opinion in Structural Biology 67, 153–160 (2021). https://doi.org/

10.1016/j.sbi.2020.10.018

37. Razin, S.V., Ulianov, S.V.: Gene functioning and storage within a folded genome. Cellular &

Molecular Biology Letters 22, 18 (2017). https://doi.org/10.1186/s11658-017-0050-4

38. Richmond, T.J., Davey, C.A.: The structure of DNA in the nucleosome core (2003)

39. Roccatano, D., Barthel, A., Zacharias, M.: Structural flexibility of the nucleosome core

particle at atomic resolution studied by molecular dynamics simulation. Biopolymers 85,

407–421 (2007). https://doi.org/10.1002/bip.20690

40. Savelyev, A., Papoian, G.A.: Electrostatic, steric, and hydration interactions favor Na+

condensation around DNA compared with K+. Journal of the American Chemical Society

128, 14506–14518 (2006). https://doi.org/10.1021/ja0629460

41. Shaytan, A.K., Armeev, G.A., Goncearenco, A., et al.: Coupling between histone con-

formations and DNA geometry in nucleosomes on a microsecond timescale: Atomistic

insights into nucleosome functions. Journal of Molecular Biology 428, 221–237 (2016).

https://doi.org/10.1016/j.jmb.2015.12.004

42. Sun, R., Li, Z., Bishop, T.C.: TMB library of nucleosome simulations. Journal of Chemical

Information and Modeling (2019). https://doi.org/10.1021/acs.jcim.9b00252

43. Voevodin, V.V., Antonov, A.S., Nikitenko, D.A., et al.: Supercomputer Lomonosov-2: Large

scale, deep monitoring and fine analytics for the user community. Supercomputing Frontiers

and Innovations 6, 4–11 (2019). https://doi.org/10.14529/jsfi190201

44. Winogradoff, D., Aksimentiev, A.: Molecular mechanism of spontaneous nucleosome un-

raveling. Journal of Molecular Biology 431, 323–335 (2019). https://doi.org/10.1016/j.

jmb.2018.11.013

45. Yoo, J., Aksimentiev, A.: New tricks for old dogs: Improving the accuracy of biomolecu-

lar force fields by pair-specific corrections to non-bonded interactions. Physical Chemistry

Chemical Physics 20, 8432–8449 (2018). https://doi.org/10.1039/c7cp08185e

46. Yoo, J., Winogradoff, D., Aksimentiev, A.: Molecular dynamics simulations of DNADNA

and DNAprotein interactions. Current Opinion in Structural Biology 64, 88–96 (2020).

https://doi.org/10.1016/j.sbi.2020.06.007

47. Zinchenko, A.A., Yoshikawa, K.: Na+ shows a markedly higher potential than K+ in DNA

compaction in a crowded environment. Biophysical Journal 88, 4118–4123 (2005). https:

//doi.org/10.1529/biophysj.104.057323

N.A. Kosarim, G.A. Armeev, M.P. Kirpichnikov, A.K. Shaytan

2022, Vol. 9, No. 2 67

https://doi.org/10.1016/j.cell.2015.02.001
https://doi.org/10.1016/j.cell.2015.02.001
https://doi.org/10.1063/1.328693
https://doi.org/10.1063/1.328693
https://doi.org/10.1016/j.bpj.2021.11.931
https://doi.org/10.1016/j.sbi.2020.10.018
https://doi.org/10.1016/j.sbi.2020.10.018
https://doi.org/10.1186/s11658-017-0050-4
https://doi.org/10.1002/bip.20690
https://doi.org/10.1021/ja0629460
https://doi.org/10.1016/j.jmb.2015.12.004
https://doi.org/10.1021/acs.jcim.9b00252
https://doi.org/10.14529/jsfi190201
https://doi.org/10.1016/j.jmb.2018.11.013
https://doi.org/10.1016/j.jmb.2018.11.013
https://doi.org/10.1039/c7cp08185e
https://doi.org/10.1016/j.sbi.2020.06.007
https://doi.org/10.1529/biophysj.104.057323
https://doi.org/10.1529/biophysj.104.057323


Molecular Modeling of Penicillin Acylase Binding

with a Penicillin Nucleus by High Performance Computing:

Can Enzyme or its Mutants Possess β-lactamase Activity?

Evgeny M. Kirilin1,2 , Anna A. Bochkova1, Nikolay V. Panin1,

Igor V. Pochinok2, Vytas Švedas2,3
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High-performance computing has been used for molecular modeling of penicillin acylase inter-

action with a penicillin nucleus 6-aminopenicillanic acid (6-APA) to assess whether the wild-type

enzyme or its mutants could possess β-lactamase activity. Applying parallel hybrid GPU/CPU

computing technologies for metadynamics calculations with the PLUMED library in conjunction

with AMBER software suite it has been shown that trace amounts of wild-type penicillin acylase-

6-APA complexes leading to a β-lactamase reaction can be formed. Higher β-lactamase activity

can be observed in enzyme mutants by introducing charged residue in the substrate binding pocket

and its proper positioning with respect to a catalytic nucleophile, including stabilization of the

tetrahedral intermediate in the oxyanion hole. Thus, it has been shown that the certain mutations

facilitate the orientation of the substrate required for the manifestation of β-lactamase activity in

the penicillin acylase active center.

Keywords: moonlighting protein, penicillin acylase engineering, β-lactam antibiotics resis-

tance, β-lactamase design, metadynamics.

Introduction

In the recent years, we are witnessing inreasing evidences that a “one protein-one function”

paradighm is no longer valid and seems to be rather an exception to the rule. Well documented

examples of an ability of the same active center to catalyze different chemical conversions as

well as a presence in a protein/enzyme molecule of several active sites responsible for various

functional properties or catalytic activities have opened new intriguing period in enzymology.

The terms of enzyme promiscuity and protein moonlighting are being filled with new experi-

mental data and theoretical substantiation. This recently observed phenomenon is of not only

fundamental, but also of significant practical interest, since the presence of novel activities, in

addition to the traditionally known and the attributed canonical one, significantly expands our

understanding of the role of enzymes in the functioning of living systems, as well as options for

their applications [7, 10, 13]. In this context, it is interesting to take a look at the enzymatic

transformations of β-lactam antibiotics.

Two types of enzymes that convert the same substrate penicillin are the most known: peni-

cillin acylases capable of hydrolyzing the more stable amide bond formed by the side chain acyl

group with the antibiotic nucleus [20] and β-lactamases which cleave the less stable amide bond

of the β-lactam ring in the antibiotic nucleus, thus irreversibly inactivating it [15]. Despite the

canonical catalytic activities of these two enzyme families are quite different, there are some

experimental facts to suppose that penicillin acylases may have minor β-lactamase activity and

thus possess moonlighting properties. It is based on the experimental observation that at the

penicillin acylase-catalyzed industrial conversion of penicillin to produce a penicillin nucleus

6-aminopenicillanic acid there is some accumulation of the β-lactam hydrolysis products along
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with a formation of the target product. In this regard, the question of whether a side reaction of

hydrolysis of the β-lactam ring can occur in the active center of penicillin acylase and whether

mutations in the enzyme structure can increase such a minor nonspecific activity is of interest.

The answer to this question may also help to understand whether, in the course of evolution,

with random mutations, penicillin acylase can become a resistance factor to the action of β-

lactam antibiotics. Molecular modeling can be used for evaluation of potential moonlighting

activity of an enzyme, especially when this activity is much lower compared to the canonical

one and therefore is rather complicated to characterize it experimentally what is expexted with

the β-lactamase activity of penicillin acylases.

The ability of an enzyme to convert one or another substrate is primarily determined by

its recognition and binding in the active center of the enzyme followed by a proper orientation

toward the catalytic amino acid residues and conversion to the products. The search over the

entire phase space which describes all possible conformational and orientational states of the

substrate in the active site is a resource-intensive task, therefore usually specialized methods

are used which are limited to either the search and evaluation of the final most favorable bound

state (molecular docking [6], MMPBSA calculation [11], thermodynamic integration [22], free

energy perturbation [26] methods) or partial analysis of the substrate delivery paths (imple-

mentations of steered molecular dynamics [8] and umbrella sampling [12]). One of the advanced

implementations of the search for the substrate phase space is funnel metadynamics [14] which

allows not only to analyze substrate binding in active centers of different configuration but also

explore alternative bindings as well as physically accessible routes of substrate delivery with

subsequent estimation of the binding energies for these states. The method is based on the ad-

vanced sampling technology – metadynamics implemented in the PLUMED software package

which works with a variety of molecular modeling programs [2, 23]. To study the possible major

and alternative prereaction states of the penicillin acylase and β-lactamase substrate (6-APA),

it is important to take into account not only the configuration of the active site, but also the

orientational possibilities of the substrate itself and therefore the redefinition of the so-called

collective variables – generalized coordinates of ligand binding in the active site – is needed.

Possibilities of recent incorporation of metadynamics to high performance molecular dynamics

package AMBER [4] utilizing GPU allow efficient sampling of states without the need to limit

the diffusion of the substrate in the solvent when approaching the active site [5]. The protocol

used in this article makes it possible, using parallel hybrid GPU/CPU computing technologies,

to calculate both a significant amount of the phase space of the enzyme-substrate interaction

for both the wild-type enzyme and selected mutant forms with the expected activity.

1. Material and Methods

The classical approach to assessing the energy of the chemical stages of enzymatic trans-

formations is the choice of a reaction coordinate and QM/MM simulation to obtain an energy

profile, however these calculations are time as well as computational resource consuming and it

is practically impossible to perform such studies for a wide range of enzyme mutants and their

potential substrates. As a practical alternative the criteria of theoretical chemistry based on

the analysis of the so-called reactive conformational states (“Near-to-Attack Conformations”,

NAC) can be used to estimate the energy landscape of enzymatic reactions which began to be

actively used along with the methods of molecular dynamics [3, 19]. The use of this approach

makes it possible not to perform sophisticated QM/MM calculation but to focus on the analysis
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of the classical molecular dynamics trajectory in the characterization of native enzymes and the

selection of their mutant forms with new properties.

In metadynamics, the free energy profile is reconstructed by introducing an additional bias

potential, which makes it easier for the system to overcome potential barriers and move to other

regions of the phase space [23]. The bias potential acts through selected collective variables which

are functions of the atomic coordinates. Accordingly, NAC-criteria might serve as prospective

collective variables. To assess the possibility of enzymatic hydrolysis of amides in metadynamics

(to classify each particular conformation as capable or not capable of entering into a subsequent

chemical transformation) it is possible to propose two criteria (Fig. 1) – the angle of the nu-

cleophilic attack on the plane of the hydrolysable amide bond (β) and the distance between a

nucleophile atom and an accepting amide carbon atom (d). A conformation is considered reac-

tive if the angle β lies in the range of 70–110◦ and the distance d is less than or equal to the

sum of the van der Waals radii of the nucleophile and electrophile. In the case of hydrolysis of

6-APA by penicillin acylase the nucleophile is the oxygen atom of the hydroxyl group of the bS1

residue, the electrophile is the carbon atom of the amide bond in the β-lactam group and the

threshold value for d is 3.5Å. It is justified to use the angle of rotation of the substrate relative

to the axis (the line connecting bW154 and bY376 residues, the residues are labeled with small

letter depicting the chain, if available, followed by one-letter code of original amino acid residue

and its position; one-letter code of new residue is added to the end if mutation is considered)

passing through the center of the penicillin acylase hydrophobic pocket as the third collective

variable φ (the orientation of the substrate with the amide part directed into the hydrophobic

pocket corresponds to β=0◦) which in addition to the positional search with respect to the

variable d will expand the search for various substrate orientations.

Figure 1. Collective variables (d;β;φ) used to perform metadynamics in the penicillin acylase-

6-APA complex. d corresponds to the distance between a nucleophile atom and an accepting

amide carbon atom, β corresponds to the angle of the nucleophilic attack on the plane of the

hydrolysable amide bond and φ(phi) is the angle of rotation of the substrate relative to the axis

passing through the center of the penicillin acylase hydrophobic pocket
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To calculate the energy landscape of various enzyme-substrate complexes and determine the

reaction states the metadynamics has been performed using the phase space of three collective

variables (d;β;φ) while imposing the wall potential to restrict nucleophilic attack distance d and

prevent the substrate to leave active site area (> 10Å).

For molecular dynamics calculations the AMBER18 package was used [4]; for metadynamics

calculations – the open-source, community-developed PLUMED library [2] version 2.6 [23] in

conjunction with AMBER18. Recently developed PLUMED incorporation to AMBERs pmemd

program to resolve performance issues within hybrid molecular dynamics/metadynamics runs

utilizing GPU units has helped to gain free energy landscape convergence within valuable timing

period [5]. As a result, the computational performance of the AMBER18+PLUMED bundle per-

formed approximately 4 times faster than the NAMD 2.13 [17]+PLUMED bundle under similar

conditions (the systems under study of the order of 80,000 atoms and more). The enzyme-6-

APA systems (native or mutant forms of the enzyme) were preliminarily prepared by removing

low molecular substances from the initial structure (RCSB 1gm9); protons were added to the

protein according to pH 7.5 using the pdb2pqr30 utility [9]; geometry of 6-APK was optimized

in package GAMESS [21] using hybrid density functional B3LYP with the 6-31+G* basis set

followed by deriving the point atomic charges using RESP method at the RED server [24]. A

system was created for enzyme-substrate complexes that included the TIP3P solvent in which

the distance from the edge of periodic box to any atom of solute was no less than 15Å. Cl– and

Na+ ions (up to 0.1M concentration) were added to the system to create conditions close to

physiological ones. The total charge of the system was adjusted to zero by adding corresponding

ions. Energy minimization was carried out for each system (2500 steps) followed by heating to

300 K for 60 ps, lifting of limitations from heavy atoms for 290 ps and relaxation for 5 ns in the

NPT ensemble with a gradual adjustment of the density to the constant value of 1.04 g/cm3.

Standard simulation in solution was performed with the AMBER18 package at 300 K with the

integration step of 2 fs under conditions of the NVT ensemble. The system temperature was

controlled using a Langevin thermostat [16]. The height of the Gaussian hills in metadynamics

was set to the initial value of 0.6 kcal/mol; the width was set 0.01, 0.0075 and 0.1 1 for d,

β and φ, respectively. The well-tempered variant of metadynamics was used by setting BIAS-

FACTOR value to 13 [1]. New potentials were added every 300 steps at the integration step

of 2 fs. The temperature of simulation was set to 300 K. Plumed library restraining potential

UPPER WALLS was applied to distance collective variable at 10Å with KAPPA value 2500 to

limit the phase space accessible during simulation. Ten parallel calculations with shared meta-

dynamics potential (multiple-walkers technique) were used to accelerate calculations [18]. The

convergence of metadynamics was estimated from the time dependence of the difference in free

energy values at each minima point of (d;β;φ) energy landscape.

2. Results and Discussion

When considering the catalytic mechanisms of penicillin acylase and β-lactamase it should be

noted, first, that the nucleophile of penicillin acylase is formed by N-terminal serine residue while

β-lactamase uses a non-terminal serine residue as a nucleophilic reagent. Pairwise structural su-

perposition of enzymes by key catalytic residues including serine residues as well as residues

involved in the stabilization of the oxyanion bAla69 and Ala237, bAsn241 and Asn170, bGln23

and Ser130 of penicillin acylase and β-lactamase, respectively, demonstrates spatial matching

of the catalytic cores but a low similarity index for the entire protein structure (Fig. 2a). The
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enzymes do not share common protein fold and belong to different superfamilies while sharing

analogous substrate amide group recognition. Enzyme substrates from superimposed crystallo-

graphic structures are rotated relative to each other by 180 degrees: the acyl part of the substrate

is located in the hydrophobic pocket of penicillin acylase contrary to bulk water orientation in

β-lactamase (Fig. 2b).

(a) bSer1-Ser70, bAla69-Ala237, bAsn241-

Asn170, bGln23-Ser130 pairs of residues of

penicillin acylase (1gm9, green sticks) and

β-lactamase (4a5r, cyan sticks), respectively,

were used for superposition (RMSD = 1.2Å)

(b) Substrates orientation in the superimposed

crystallographic structures of pencillin acylase

(1gm9, green) and β-lactamase (4a5r, cyan). The

acyl groups of the substrates are shown as bold

sticks; the surface represents penicillin acylase hy-

drophobic pocket location

Figure 2. Pairwise structural superposition of penicillin acylase and β-lactamase by active site

amino acid residues

The study of the orientational and conformational states of 6-APA in the active site of peni-

cillin acylase have been carried out by means of metadynamics in the selected collective variables

(d;β;φ) followed by reconstruction of the free energy landscape. The review of the landscape ob-

tained for wild-type penicillin acylase reveals lack of stabilized regions corresponding to the

required orientation of 6-APA to support β-lactamase activity (Fig. 3). For the hydrolysis of the

β-lactam ring to proceed, it is necessary the attack angle β be around 90◦ while the nucleophilic

attack distance d be less than 3.5Å: in the case of wild-type penicillin acylase low-energy states

conferring such parameters are absent. The shortest distance from catalytic bSer1 to amide

bond carbon d corresponded to 2 regions – region 1 and region 2 in the Fig. 3. In region 1, the

distance d varies from 3.5 to 5Å, the attack angle β do not exceed 25◦. In region 2, the distance

varies from 2.5 to 3.5Å but attack angle β do not exceed 50◦ turning the substrates amide group

to the bulk water. This orientation is supported by the formation of a hydrogen bond between

the carboxyl group of 6-APA and the OH group of bSer386 however no states are observed in

which the stabilization of the transition state in the oxyanion hole is possible. Even though it is

possible to isolate individual frames of the molecular dynamics trajectory that corresponds to

the correct orientation of the substrate (d < 3.5Å, β ≈ 90◦) as well as formation of hydrogen

bonds between 6-APA carbonyl oxygen and the bAla69 main chain hydrogen and bAsn241 side
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chain hydrogen it can only explain the trace activity of the enzyme in purified preparations

(purification by affinity chromatography, unpublished data).

Figure 3. Free Energy Landscape of the 6-APA/(wild type)penicillin acylase binding is recon-

structed using well-tempered metadynamics as a function of nucleophilic attack distance d, the

attack angle β and the angle of rotation of the substrate φ. The landscape is rendered using

isometric surfaces with a step of 10 kJ/mol. Areas corresponding to major minima are labeled

by numbers

Mutant forms of penicillin acylase capable of efficiently catalyzing alternative reactions could

evolve in the course of natural selection in a variety of ways. Thus for β-lactamase activity it

would be reasonable to introduce a new nucleophilic serine residue next to the amide bond

of the β-lactam ring, however, then it would be necessary also to move the oxyanion hole

due to additional mutations. Such an interference could affect the maturation of the enzyme.

The shortest one for β-lactamase reaction seems to be introduction of the charged residue into

the substrate binding pocket thus moving the β-lactam amide bond toward bSer1 nucleophilic

attack. Given the trace presence of the corresponding orientations of 6-APA in the active site

of the wild-type penicillin acylase an evolutional path leading to further stabilization of these

states would be an option. In order to identify corresponding penicillin acylase mutants with

β-lactamase activity, it is necessary to select substitutions that allow to bind and orient the

6-APA in the enzymes active site properly directing the substrate carboxyl group with respect

to the catalytic nucleophile residue, and then, if necessary, select additional mutations. In order

to check adequacy of this hypothesis we have modelled the introduction of a positively charged

amino acid residue within the substrate binding pocket.

With the introduction of bV56R substitution stabilized states appear on the free energy

landscape which correspond to the substrate orientation required for β-lactam hydrolysis to

occur (Fig. 4, the region 1).

The nucleophilic attack distance d in these states reaches the limit of 2.75Å, the attack

angle β is 60–90◦, the substrate is oriented in the required manner relative to the hydrophobic

pocket (φ = 40–50◦).
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Figure 4. Free Energy Landscape of the 6-APA/(bV56R)penicillin acylase binding is recon-

structed using well-tempered metadynamics as a function of nucleophilic attack distance d, the

attack angle β and the angle of rotation of the substrate φ. The landscape is rendered using

isometric surfaces with a step of 10 kJ/mol. Areas corresponding to major minima are labeled

by numbers

We also proposed to additionally introduce the substitution of bA69 for a less bulky glycine

residue (bA69G) so that the substrate molecule could more effectively approach the catalytic

bSer1 from solution. The double mutant bV56R+bA69G retains a region with the 6-APA ori-

entation required for the reaction to proceed (indicated by the arrow in Fig. 5) in which the

substrate is oriented with the carboxyl group into the hydrophobic pocket: the collective vari-

ables vary within the appropriate limits (d = 2.75–3.5Å, β = 60–90, φ = 40–60). For double

Figure 5. Free Energy Landscape of the 6-APA/(bV56R+bA69G)Penicillin Acylase binding is

reconstructed using well-tempered metadynamics as a function of nucleophilic attack distance d,

the attack angle β and the angle of rotation of the substrate φ. The landscape is rendered using

isometric surfaces with a step of 10 kJ/mol. Areas corresponding to major minima are labeled

by numbers
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penicillin acylase mutant 6-APA orientation completely fulfill stabilization of amide bond within

oxyanion hole directing the carbonyl oxygen towards bAla69 and bAsn241 residues (Fig. 6).

Figure 6. Orientation of 6-APA in the active site of the penicillin acylase double mutant

bA69G+bV56R which completely fulfills β-lactam hydrolysis transition state stabilization by

oxyanion hole formed by bAla69 and bAsn241 residues

When analyzing the states corresponding to different energy minima on the free energy

landscape, a large number of conformations were revealed, in which the carboxyl group of 6-

APA forms a hydrogen bond with the aR145 residue. In order to reduce the proportion of

such states in favor of the more preferable orientation for the alternative β-lactamase reaction

(when the carboxyl group is directed to the bV56 residue), it is also reasonable to propose

aR145G substitution. For the bA69G+bV56R+aR145G mutant the free energy landscape has

also been constructed to support the major minima of β-lactamase-like substrate orientation

(Fig. 7, indicated by the arrow).

Figure 7. Free Energy Landscape of the 6-APA/(bV56R+bA69G+aR145G)penicillin acylase

binding is reconstructed using well-tempered metadynamics as a function of nucleophilic attack

distance d, the attack angle β and the angle of rotation of the substrate φ. The landscape

is rendered using isometric surfaces with a step of 10 kJ/mol. Areas corresponding to major

minima are labeled by numbers
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Conclusion

High-performance computing has been used for molecular modeling of penicillin acylase

interaction with a penicillin nucleus 6-aminopenicillanic acid (6-APA) to assess whether the

wild-type enzyme or its mutants could possess β-lactamase activity. Despite the trace amounts

of wild-type penicillin acylase-6-APA complexes leading to a β-lactamase reaction have been

shown to be formed, the manifestation of β-lactamase activity by a wild-type penicillin acylase is

unlikely. However β-lactamase activity can be observed due to penicillin acylase mutations when

charged residue is introduced in the substrate binding pocket leading to its proper positioning

with respect to a bSer1 nucleophilic attack, including stabilization of the tetrahedral intermediate

in the oxyanion hole. It has been shown that the mutations bV56R, bA69G and aR145G can

facilitate the orientation of the substrate required for the manifestation of β-lactamase activity

in the penicillin acylase active center.

Acknowledgements

This work was supported by the Russian Foundation for Basic Research (grant № 20-04-

01119). The research was carried out using the equipment of the shared research facilities of

HPC computing resources at Lomonosov Moscow State University [25].

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.

References

1. Barducci, A., Bussi, G., Parrinello, M.: Well-Tempered Metadynamics: A Smoothly Con-

verging and Tunable Free-Energy Method. Physical Review Letters 100(2), 020603 (Jan

2008). https://doi.org/10.1103/PhysRevLett.100.020603

2. Bonomi, M., Bussi, G., Camilloni, C., et al.: Promoting transparency and reproducibility

in enhanced molecular simulations. Nature Methods 16(8), 670–673 (Aug 2019). https:

//doi.org/10.1038/s41592-019-0506-8

3. Bruice, T.C.: A View at the Millennium: the Efficiency of Enzymatic Catalysis. Accounts

of Chemical Research 35(3), 139–148 (Mar 2002). https://doi.org/10.1021/ar0001665

4. Case, D.A., Aktulga, H.M., Belfon, K., et al.: Amber 2018. University of California Press

(2018), http://ambermd.org/doc12/Amber18.pdf

5. Drobot, V.V., Kirilin, E.M., Kopylov, K.E., Švedas, V.K.: PLUMED Plugin Integration
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An anthrapyrazole derivative STK663786 has been identified as a selective ligand of the so-

called 430-cavity of influenza virus neuraminidase at virtual screening of a library of low-molecular-

weight compounds. It is able to form favorable contacts with hydrophobic residues as well as cation-

π interaction and hydrogen bonds with the polar Arg371 residue. The experimentally determined

EC50 values have been found to be 19 and 30 µM for viruses H1N1 and H3N2, respectively.

Complementarity of STK663786 to the 430-cavity adjacent to the sialic acid binding subsite in the

active center of neuraminidase makes this compound a valuable structural fragment at construction

of bifunctional inhibitors of the enzyme.

Keywords: influenza, neuraminidase, 430-cavity, inhibitor, anthrapyrazole.

Introduction

Seasonal flu affects nearly 10% of the worlds population every year, and the pandemic in-

fluenza virus strains pose serious danger worldwide [1–3]. Two glycoproteins on the surface of

the viral envelope, hemagglutinin and neuraminidase, are responsible for infectivity. Hemagglu-

tinin binds to terminal sialic acid residues of epithelial receptors, and then virus enters the cell

by endocytosis. The neuraminidase enzyme, on the contrary, cleaves sialic acid residues, which

promotes the release of newly formed viral particles from the cell surface [4, 5]. The widely

used anti-influenza drugs zanamivir and oseltamivir, being structurally similar to the sialic acid

residue in natural enzyme substrates, competitively inhibit neuraminidase activity [6, 7]. How-

ever, virus strains resistant to these drugs are quickly emerging due to mutations in the sialic

acid binding subsite [8, 9].

Another putative binding site of neuraminidase inhibitors, the so-called 430-cavity, is formed

by a series of hydrophobic residues [10–13]. The interface between the sialic acid binding subsite

and 430-cavity is formed by three arginine residues (Arg118, Arg292, Arg371), with the Arg371

residue making a decisive contribution to the positioning of the carboxyl group of the substrate

or competitive inhibitors due to the formation of two hydrogen bonds [14]. In the present study,

we have performed virtual screening to identify ligands complementary to the 430-cavity, which

can interact with both the hydrophobic residues of the cavity and the guanidine group of Arg371.

1. Results and Discussion

The molecular model of N1 neuraminidase was constructed based on the 3b7e crystal struc-

ture [15] using the Amber 12 package [16]. Hydrogen atoms were added to the protein structure,

and then it was solvated by a layer of TIP3P water. The energy minimization of the obtained

system included 2500 steps of the steepest descent algorithm followed by 2500 steps of conjugate
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gradient algorithm, and the heavy atoms of the protein were being fixed by positional restraints.

The ff99SB force field was applied to describe the protein by molecular mechanics [17]. The

optimized N1 model was used in docking experiments described below.

Virtual screening was carried out using a subset of low-molecular-weight compounds re-

trieved from the Vitas-M commercial library (https://vitasmlab.biz). Molecules containing a

carboxyl group and obeying the rule of three (molecular weight < 300, log P ≤ 3, hydro-

gen bond donors ≤ 3, hydrogen bond acceptors ≤ 3, rotatable bonds ≤ 3) [18] were retrieved

by a substructure search in ACD/ChemFolder (http://www.acdlabs.com): in total, 3734 com-

pounds. 3D structures of the compounds were generated with the CORINA software [19]. Each

compound was docked into the N1 active site using Lead Finder 1.1.15 [20, 21], and then the

modeled positions were subjected to structural filtration [22] to select molecules capable of form-

ing hydrophobic contacts with 430-cavity residues as well as hydrogen bonds with the Arg371

guanidinium group. For this purpose, the vsFilt software [23] integrated into a high-throughput

virtual screening platform of the Lomonosov Moscow State University supercomputer was used.

Visual inspection of the selected molecules allowed us to identify the anthrapyrazole derivative

STK663786 (Fig. 1; ∆Gcalc = –5.9 kcal/mol) as a promising ligand of the 430-cavity.

Figure 1. Chemical structure of anthrapyrazole derivatives

In the obtained model, the anthrapyrazole scaffold of STK663786 forms favorable hydropho-

bic contacts with the Trp403, Ile427, and Pro431 residues (Fig. 2a), while the carboxyl group

is involved in a network of hydrogen bonds with the arginine triad residues Arg118, Arg292,

and Arg371 (Fig. 2b). In addition, effective binding of the STK663786 scaffold is facilitated by

a cation-π interaction with the guanidine group of Arg371. The positioning of the ligand in the

430-cavity makes it possible to elongate its structure towards the adjacent sialic acid binding

subsite. The carboxyl groups of zanamivir and STK663786 occupy nearly the same position

(Fig. 2c), and therefore we believe that prototypes of bifunctional inhibitors can be constructed

by combining two scaffolds, zanamivir (or its structural analogue) and STK663786, into a single

chimeric molecule. An appropriate ester linker or isosteric analogues of the carboxyl linker (sulfo,

phosphono, etc.) capable of interacting with the arginine triad may be of interest.

A preliminary in vitro study of STK663786 has confirmed its inhibitory effect against in-

fluenza viruses. In cytopathic effect (CPE) assay [25], the EC50 values were found to be 19 and

30 µM for viruses H1N1 (8178/09) and H3N2 (HK/68), respectively. We have also tested a methyl

ester of STK663786, compound STK734244 (Fig. 1). It showed an inhibitory effect (EC50 equal

to 53 and 85 µM for viruses H1N1 and H3N2, respectively), though less pronounced compared
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Figure 2. Binding mode of STK663786 to the N1 neuraminidase: (a) Interactions with hydropho-

bic residues of the 430-cavity, for clarity, non-polar hydrogen atoms are omitted; (b) Interactions

with the arginine triad, guanidinium groups of arginine residues are shown; (c) Comparison of

zanamivir and STK663786 positions in the neuraminidase active center: the sialic acid bind-

ing subsite and zanamivir molecule are colored blue, the 430-cavity and STK663786 molecule

are colored magenta. Carboxyl substituents forming hydrogen bonds with Arg371 are shown in

green. The figure was prepared using VMD and PyMOL [24]

to STK663786. Apparently, this is due to the absence of a negative charge on the esterified

carboxyl group and the weakening of the interaction with the positively charged arginine triad.

Thus, virtual screening made it possible to identify the ligand STK663786, complementary to

the 430-cavity, which by itself inhibits neuraminidase, disrupting the interaction between the

substrate and the arginine triad, and can be used as a structural fragment of a chimeric molecule

of bifunctional inhibitors capable of occupying both the cavity-430 and sialic acid binding subsite

in the neuraminidase active center.
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