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Guest Editor’s Introduction for Special Issue on

Supercomputing for Creating, Fine-tuning and Application of Large Language
Models

Natalia Loukachevitch, DSc, Research Computing Center of Lomonosov Moscow State

University, Moscow, Russia

I am pleased to introduce this special issue of Supercomputing Frontiers and Innovations
devoted to Large Language Models, which recently have revolutionized a wide range of domains,
from natural language understanding and generation to scientific discovery, coding, and education.
Our issue is devoted to the application of LLMs to the analysis of Russian texts and demonstrates
LLMs achievements and problems in various tasks.

The submissions can be approximately subdivided into three groups: LLM-based linguistic
analysis, LLM-based emotional analysis and reasoning, and LL.M-based applications.

In the first group of LLM-based linguistics analysis, Pavel Grashchenkov, Lada Pasko and
Regina Nasyrova describe RuParam, a parametric dataset designed to evaluate if LLMs can
distinguish between grammatical and ungrammatical sentences from the dataset. Dmitry Mo-
rozov, Anna Glazkova and Boris lomdin evaluate state-of-the-art LLMs, including proprietary
and open-weight models, using a prompt-based, few-shot learning approach in the task of Rus-
sian morpheme segmentation. Elena Shamaeva, Mikhail Tikhomirov and Natalia Loukachevitch
study the possibilities of LLMs for syntactic parsing based on prompts with a single example
(one-shot prompting).

In the second group of LLM-based emotion analysis and reasoning, Polina laroshenko and
Natalia Loukachevitch present a comparative analysis of emotional evaluation of Russian nouns
by large language models and native speakers, based on the ENRuN (Emotional Norms for Rus-
sian Nouns) database. Ivan Smirnov and colleagues study how to apply large language models for
semantic role labeling of Russian emotive predicates through few-shot in-context learning com-
bined with predicate-specific instructions. Elena Sidorova and colleagues address the problem of
automatic extraction of argumentative structures in scientific communication texts in Russian.
Anna Kuznetsova and colleagues evaluate modern open-source LLMs on the Russian intellectual
game “What? Where? When?” They introduce a new dataset of 2600 questions (2018-2025),
enriched with empirical human team success rates and annotated with structural and thematic
clusters.

In the application group of papers, Denis Grigoriev, Daniil Khudiakov and Daniil Cherny-
shev present the Russian abstractive summarization dataset RuBookSum for long-form narrative
summarization. Anastasia Kolmogorova, Elizaveta Kulikova and Vladislav Lobanov describe a
system for the museum review analysis, which uses a two-step pipeline based on LLMs that
initially extracts positive and negative keywords about each museum site and subsequently cat-
egorizes these keywords into predetermined categories. Nikolai Prokopyev, Marina Solnyshkina
and Valery Solovyev address the problem of assessing terminological coherence by evaluating a
corpus of textbooks against the Russian Federal State Educational Standard. The authors employ
a hybrid methodology combining classical symbolic NLP methods for topic modeling (keyword
extraction and term alignment) with qualitative analysis and use of modern large language models
for items not found algorithmically.
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We introduce RuParam, a parametric dataset designed to evaluate the acquisition of Rus-
sian by large language models (LLMs). This corpus mirrors the structure of the BLIMP family
of datasets by containing minimal pairs of sentences. However, our goal was to expand its scope
as much as possible by incorporating diverse phenomena from several domains of Russian gram-
mar. A significant portion of the data originates from the Tests of Russian as a Foreign Language
(TORFL); similar sources were not previously used for linguistic evaluation of LLMs. Additionally,
this study details experimental findings involving six LLMs. These LLMs, sourced from multiple
developers, vary in size and pretraining data, which affects their proficiency in Russian. We investi-
gate how effectively these models handle universal, typological, and Russian-specific grammatical
features. Our results indicate that while most of the models demonstrate relatively high perfor-
mance, they struggle significantly with some of the Russian-specific categories.

Keywords: Large Language Models, linguistic evaluation, minimal pairs, Russian, linguistic
parameters, language acquisition.

Introduction

In theoretical linguistics, the ability to differentiate between grammatical and ungrammatical
sentences (i.e. ones that conform to the rules of grammar of a certain language and ones that
do not) has long been considered as a core part of human linguistic competence. A common way
of illustrating grammaticality are minimal pairs — sentences that are identical in terms of their

lexical content, but differ in whether they violate some grammatical constraint, cf. :
(1)  The bird is singing vs *The bird are singing.

In recent years, such minimal pairs have moved beyond papers on theoretical linguistics into
the field of large language model (LLM) evaluation, with BLIMP being the pioneer in this
area. This seems to be a logical step, since if LLMs are to accurately replicate human linguistic
behavior, they should be tested on tasks that speakers of natural language are known to succeed
at.

Since BLiMP, a lot of work has been done: similar corpora have been developed for var-
ious languages. We present RuParam — a Russian dataset of minimal pair Although there
have already been some successful attempts to create grammaticality datasets for Russian — Ru-
CoLA and RuBLiMP , we believe that our corpus makes a significant contribution to
the field. RuParam addresses some of the shortcomings of other grammaticality corpora, such
as semi-automatic data generation, only a small range of linguistic phenomena covered, scarce
linguistic annotation, and natural variability in sentence acceptability.

Our main contributions are as follows:

e We introduce a new grammaticality dataset of 11,336 minimal pairs in Russian.

— Our data are classified into 150 linguistic categories covering both universal and
language-specific phenomena. The phenomena range from basic concepts of gram-
mar, such as standard cases of subject-verb agreement and case assignment, to more
nuanced cases, e.g. clitic placement, licensing of negative polarity items, allomorph

distribution and so on.

!Lomonosov Moscow State University, Moscow, Russian Federation
“https://github.com/grapaul /RuParam

2025, Vol. 12, No. 3 5



https://orcid.org/0000-0001-9754-2452
https://orcid.org/0000-0002-0533-809X
https://orcid.org/0009-0008-6280-0667
https://github.com/grapaul/RuParam

RuParam: a Russian Parametric Dataset for LLM Evaluation

— One part of our dataset (8,039 pairs) originates from an independent source of gram-

maticality minimal pairs — multiple choice tasks from the Test of Russian as a Foreign

Language (TORFL). To our knowledge, materials of language proficiency tests for
non-native speakers had not previously been used for linguistic evaluation of LLMs.

— The other part of the dataset (3,297 pairs) was taken from Russian corpora (Russian

National Corpus, RuConst) and manually modified by trained linguists.
e We evaluate six LLMs on our data using the method of metalinguistic prompting. Although
none of the models reach 100% accuracy, some of them are very close to this threshold.

The article is structured as follows. Firstly, we provide some essential background on evalu-

ating large language models using linguistic benchmarks. Secondly, we introduce the RuParam

dataset and offer a comprehensive description thereof. Next, we present an experimental study,

where RuParam was used to evaluate six different language models — those extensively trained

on Russian data and others that were not. Lastly, we analyze and summarize our findings.

1. Related Work

BLiMP (Benchmark of Linguistic Minimal Pairs) was the first wide-range dataset to use
the grammaticality minimal pair format. BLIMP covers 12 linguistic phenomena of English, for
which 67 minimal pair templates were created by linguists. The data were automatically gener-
ated using these templates, which enabled the massive size of the dataset (67K minimal pairs).
However, this approach has certain limitations due to differences between generated and natu-
rally occurring data. For example, automatically generated data fall short of corpus sentences
in both length and structural diversity , which makes the evaluation results not entirely
representative. Recently, BLIMP-style datasets have been developed for a variety of languages:
Chinese (CLiMP [30], SLING [19]), Dutch (BLiMP-NL [20]), Japanese (JBLIMP [16]), Russian
(RuBLiMP [21]), Turkish (TurBLiMP [2]), and Urdu (UrBLiMP [1]). MultiBLiMP [12], in turn,
covers 101 languages, focusing on just one linguistic phenomenon, namely verb-subject agree-
ment. Some of these benchmarks use the original method of data generation (e.g. CLiPM), while
others employ a more naturalistic approach, using examples from corpora as a starting point
(e.g. MultiBLiMP, SLING, RuBLiMP, UrBLiMP).

Linguistic acceptability was used in LLM evaluation before the minimal pair approach. The
predecessor of BLIMP, CoLLA (Corpus of Linguistic Acceptability) , created for English, con-
tains individual sentences tagged as either grammatical or ungrammatical; the sentences do not
have a counterpart differing in grammaticality. All the sentences in CoLLA, along with grammati-
cality judgements, come from works on theoretical linguistics such as articles and textbooks. As in
the case of BLIMP, equivalents for CoLLA have been created for many other languages, including
Catalan (CatCoLA ), Chinese (CoLAC ), Danish (DaLAJ ), Japanese (JCoLA ),
Hungarian (HuCoLA ), Italian (ItaCoLA ), Norwegian (NoCoLA ), Russian (Ru-
CoLA ) and Spanish (EsCoLA ) Importantly for us, some of these datasets — DaLLAJ and
NoCoLA - use data from the field of second language (L2) acquisition. In both of them, the data
come from L2 learner corpora. The ungrammatical sentences are those where L2 learners made
mistakes, while grammatical ones are those corrected by native speakers.

In general, sources originating from the educational field have been extensively used for the
task of LLM evaluation. MMLU @ is one prominent example. It aims to evaluate the LLM’s
knowledge of factual information covering a wide range of subjects; the data stem from multiple-
choice questions found in textbooks and examination materials from diverse fields. Among gram-
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maticality datasets, RuCoLA includes ungrammatical sentences derived from tasks of Unified
State Exam in Russian, aimed at high school graduates. However, the status of such sentences
as ungrammatical is doubtful. They rather represent prescriptive norms that are not necessarily
part of a native speaker’s grammar — otherwise, there would be no point in using them as part
of an exam for Russian schoolchildren.

Regarding the procedure of model evaluation for BLIMP and its equivalents, the preference of
a model is standardly defined as the difference in the probability of sentences forming a minimal
pair. This experimental design serves as a solution to the limitations of CoLA-style evaluation.
Since CoLLA views acceptability judgement as a binary classification task, it is necessary to train
a supervised classifier prior to LLM evaluation. Other factors, besides grammaticality, such as
sentence length and word frequency, are inevitably involved. On the contrary, BLIMP allows for
separating the grammatical contrast from these additional factors. Furthermore, other approaches
have been recently proposed for BLiMP-style data, such as metalinguistic prompting . In this
case, LLMs are treated as human subjects of linguistic experiments (see e.g. @ for an overview
of human acceptability judgement task): the prompt consists of an explicit verbal instruction to
choose the more acceptable sentence out of the minimal pair. This method allows researchers to
investigate whether LLMs have acquired human-like linguistic introspection.

2. RuParam

2.1. Corpus Structure

RuParam includes 11,336 minimal pair The dataset consists of two parts: the first part
(8,039 pairs, 70.92%) is based on data from the Test of Russian as a Foreign Languag(TORFL);
the second part (3,297 pairs, 29.08%) represents a parametric dataset created by linguists and
based on naturally occurring sentences. The dataset covers the wide range of linguistic phenomena
corresponding to 150 smaller categories. One of the goals of creating RuParam was to maximize
the number of diagnostic grammatical features and to diversify the methods for obtaining contrast
within each feature. This approach aims to enable not only an overall assessment of linguistic
proficiency, but also a detailed analysis of the level of acquisition of specific grammar points.

As the data in the first part come from TORFL materials, it covers phenomena specific
(although not necessarily unique) to Russian. The tasks in TORFL were independently created by
experts in acquisition of Russian by learners with different native languages. Therefore, this part
addresses crucial grammatical phenomena and is particularly relevant for testing multilingual
LLMs. The purpose of the second part is twofold. First, it covers universal features (such as
projectivity and island constraints) that are characteristic of natural language in general and are
therefore absent from TORFL tasks. Second, it includes phenomena that are specific to Russian,
but underrepresented in TORFL because of methodological reasons. In the next sections, we
discuss the data generation procedure and the phenomena in more detail.

3The earlier version of RuParam, containing 4,382 minimal pairs, along with the results of LLM evaluation, was
presented in |8].

4 https://testingcenter.spbu.ru/ru/materials.html
https://www.pushkin.institute/certificates/cct/tests-online/?ysclid=meqsg6x5b6171434445
https://test.tsu.ru/ru/trki
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Part 1: TORFL

This part of the data originates from multiple-choice “Vocabulary/Grammar” tasks of
TORFL. Each task consists of a sentence (or several sentences) with a gap. There are 3 or
4 options for filling in the gap, only one of which is correct. For example, the task in tests
the acquisition of adjective agreement. Only option B forms a grammatical sentence in Russian.

(2)  Omo oueno ... 3danue.

this very building.N
‘It is a very ... building.’
A. swicoxan

tall.F
B. swvicoxoe

tall.N
C. evicokut

tall.M

The minimal pairs were generated by filling in the gap with each option. The correct answer
produces the grammatical member of a minimal pair, while the incorrect answers create the
ungrammatical ones. The grammatical sentence was paired with all the ungrammatical options,
generating two or three minimal pairs per task. Some of the original tasks from TORFL were
excluded from the data because they required the use of prior context to choose the correct option
(e.g. when a series of tasks represents a coherent text). TORFL covers all CEFR (Common
European Framework of Reference) levels of language proficiency: Al, A2, Bl, B2, Cl, and
C2. Al corresponds to basic knowledge, and C2 is closest to native speaker proficiency. The
complexity tags of the original tasks are included in the dataset. The quantity of data per level
is shown in Tab.

Table 1. Level distribution in TORFL subset of RuParam

Level Al A2 B1 B2 Cl1 C2
Number of pairs 1755 932 2413 1588 1147 204
% 21.84 11.59 30.00 19.75 14.27 2.54

While the TORFL tasks cover a wide variety of the Russian language phenomena, there
is no linguistic annotation available to users. We identified the phenomena used in the tasks
and provided annotation for each minimal pair. This was manually done by trained linguists,
and each tag was verified by at least one other expert. The annotation included the following
parameters, which are divided into 29 categories. We list the most important categories below:

e attributive and predicative agreement;

e lexical selection of all major parts of speech;

e government of different parts of speech;

e use of non-finite forms;

e use of aspect, tense, modality;

e use of coordinating and subordinating conjunctions;

e use of constructions with numerals;

e correctness of using particular parts of speech;

e use of copulas in nominal predications;

8 Supercomputing Frontiers and Innovations
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e grammaticality of voice forms;

e use of various types of pronouns;

e grammaticality of negative constructions.
Most of these parameters are found in tasks of different levels. Many categories, such as aspect,
attributive agreement, and verbal selection, are present in tasks of all six levels.

For some pairs, more than one tag was appropriate. For example, in , the ungrammatical
form nauunaemes ‘start.1PF.PRS’ differs from the grammatical one nauancs ‘start.PF.PST’ in both
aspect and tense. Such minimal pairs were replicated in the dataset, with only one grammatical
category present in the annotation of each instance of the pair.

(3) gram  Cnexmakxav Hauwaacs — daéHno, 6b. yoice  0N030aAU.

performance start.PF.PST long ago you already are late
‘The performance started a long time ago, you are already too late.’

ungram Cnexmaxab HAYUHAETNCS 00,6710, 6bl  Yotce onozdanu.

performance start.IPF.PRS long ago you already are late
‘The performance is starting a long time ago, you are already too late.’

Part 2: Parametric Dataset

While the approach to the first part of the dataset was data-driven (we annotated pairs
created independently for TORFL), the starting point for the second part was grammatical
parameters. We used our experience in theoretical linguistics to identify categories that are
important for Russian and human language in general, but which are insufficiently covered or
not covered at all in TORFL tasks.

The total number of categories in the second part of RuParam is 121. The number of examples

varies across different parameters, but each one is represented by at least 15 minimal pairs.
Universal phenomena included in the dataset are binding principles; island constraints (co-
ordinate structure, complex NP, adjunct, subject, and others); projectivity.
Other categories are specific to Russian. Some of them, such as the directionality of branching,
the use of null subjects, or wh-word placement (on the left periphery vs in situ), represent pa-
rameters of typological variation. The remaining phenomena covered in the dataset include
the following: different types of agreement; clitic placement (P2-clitics, clitics forming condi-
tional clauses); distribution of non-finite forms; licensing of different types of negative polarity
items; case of nominal predication; control; voice; depictives; analytical tense forms; analytical
comparative and superlative forms; morphophonological variation; double conjunctions; match-
ing in free relatives; constructions with numerals; distribution of the short form of adjectives;
genitive marking under negation, and others.

As in many other benchmarks with a similar purpose, grammatical sentences were derived
from corpora. We used two corpora of Russian: RuConst and Russian National Corpus,
RNC . These sentences were modified by experts in theoretical linguistics to ensure that an
ungrammatical counterpart in a minimal pair violated some linguistic constraint. For example,
the ungrammatical sentence in ll is a case of non-projectivity. Although word order in Russian
is relatively free, such sentences are ruled out. In , the adjective enasnozo ‘in.chief. GEN’ was
dislocated so that it is separated from the nominal head that it modifies (pedaxmopa ‘editor.GEN’)
by another nominal phrase (cmens: ‘change.GEN’). Each minimal pair was verified by at least one
other expert to confirm that the expected grammatical contrast was present. The total number

of errors did not exceed 1%.
2025, Vol. 12, No. 3 9
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(4) gram O NPUYUHAT CMEHDL 2/4a8H020  pedakmopa He CcoobULaEMCA.

about reasons  change.GEN in chief. GEN editor.GEN not is reported
‘The reasons for the change of the editor-in-chief are not reported.’

ungram O NPUYUHGT 2AG8H0O20  CMEMHDL pedaxmopa He coobUWGEMCH.

about reasons  in chief.GEN change.GEN editor.GEN not is reported
Int. ‘The reasons for the change of the editor-in-chief are not reported.’

3. Evaluation

We assessed the abilities of several LLMs to distinguish between grammatical and ungram-
matical sentences in our dataset. The following subsections introduce the models that were tested
and describe the experimental setup.

3.1. Models

The models for evaluation were chosen based on the following criteria: model size, and
accessibility as well as quantity of Russian data used during the training procedure.

The first group included closed-source foundation models of large size that were extensively
exposed to Russian during training. Consequently, we expected these models to provide the most
reliable judgements:

° GigaChat-Z-Maf the largest and most efficient version of GigaChat models;

e YandexGPT 5 Prcﬁf likewise, the most advanced model of the YandexGPT family.
The second group, as opposed to the first one, consisted of open-source models with 7-8B
parameters, based on the fruitful Qwen2.5 model . Using these models, we aimed to investigate
whether the ability to differentiate between sentences in a minimal pair is influenced by a smaller
model size, multilingual pre-training, and different adaptation techniques:

e Qwen2.5-7 B—Instruc — the instruction-tuned multilingual model pre-trained on a
large-scale dataset and demonstrating high performance on various tasks from language
understanding to coding;

° T-lite-l.f an adaptation of Qwen2.5 model for the Russian language, which was pre-
trained in two stages using a combination of Russian and English texts, as well as instruc-
tion data, then fine-tuned to follow instructions and preferences;

) Ruadathwen2.5-7 — the modification of Qwen2.5-7B with the tokenizer
better suited to the morphology of Russian. The model was also trained on Russian data
and with Learned Embedding Propagation procedure.

Moreover, we added Mistral-7B-Instruct-vO. to the comparison, as it is also a multilingual
7B model with different pre-training data. However, it is more English-oriented than other models
in terms of pretraining data, which could hinder its performance on our task

Shttps://developers.sber.ru/docs/ru/gigachat/models/updates
Shttps://yandex.cloud/ru/docs/foundation-models/concepts/yandexgpt/models
"https://huggingface.co/Qwen/Qwen2.5-7B- Instruct

Shttps://huggingface.co/t-tech/T-1lite-it-1.0
%https://huggingface.co/RefalMachine/RuadaptQwen2.5-7B-Lite-Beta
Yhttps://huggingface.co/mistralai/Mistral-7B-Instruct-v0.3

"Hereafter we will address the models by the first letter in the title: G(igaChat-2-Max), Y (andexGPT 5 Pro),
T (-lite-1.0), R(uadaptQwen2.5-7B), Q(wen2.5-7B-Instruct), M (istral-7B-Instruct-v0.3).

10 Supercomputing Frontiers and Innovations
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Kakoe n3 AByX NpeyIozKeHuil sABJsieTCs NMPAaBWIBHBIM U I'DAMMATHYIHBIM C TOYKH 3DEHHS
PYCCKOTO sI3bIKA?!

IIpennoxkenne 1. <sent one>

[Ipemioxkenne 2. <sent two>

OrBerb TOJIBKO OfHOM I poil 1 mim 2, HuIero He 10OABJIsIS.

Which of the two sentences is correct and grammatical according to the Russian language?
Sentence 1. <sent one>

Sentence 2. <sent two>

Respond with only one number 1 or 2, without adding anything.

Figure 1. The prompt used for model evaluation

3.2. Setup

To evaluate a model’s ability to make grammaticality judgements, it was prompted with the
instruction in Fig.

The model’s response should have been either “1” or “2”, denoting the number of the gram-
matical sentence. As our corpus was designed for diagnostic purposes, there was no training
sample, so we only tested the models in zero-shot settings and did not study their abilities in
the few-shot setup or after fine-tuning.

LLMs are prone to position bias , i.e. they tend to choose the first or the second option
regardless of their contents. Therefore, each minimal pair was evaluated twice: with sentences
given in their default order, and in the opposite one. The model’s response was considered correct
only if the model preferred the grammatical option in both iterations. The order of examples
within the corpus is arbitrary, different grammatical categories are interleaved so that LLMs do
not accumulate guesses about the type of ungrammaticality.

4. Results and Discussion

4.1. General Results

Table |2 summarizes the results of LLM evaluation. Some minimal pairs were rejected by
the models due to ethical considerations, so no answer was given regarding the grammaticality
of sentences. This is explained by the source of our data: some corpora examples, especially
those coming from news, may contain discussions on sensitive topics, such as politics and health,
cf. . However, the amount of filtered data was not significant in most cases. The second column
of Tab. presents the percentage of correct answers overall, while the third column shows the
percentage after the filtered examples were excluded. The other two columns offer statistics for
two parts of the dataset separately.

(5)  Typeurue noepanuvHury 3a0eprHcart, CYoHo, MEPeso3UBWEE MOHKY 2EPOUHA.

Turkish  border guards detained ship  carrying ton of heroin
‘Turkish border guards detained a ship carrying a ton of heroin.’

We anticipated that the closed-source large-scale models with substantial exposure to Rus-
sian would exhibit superior performance. This expectation was confirmed by G, which had the
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Table 2. Model evaluation results

Accuracy TORFL accuracy  Parametric data
Model Accuracy

(filtered) (filtered) accuracy (filtered)
G 97.85 97.92 98.05 97.54
Y 95.98 97.61 97.47 97.94
T 87.79 91.06 90.81 91.66
R 89.13 89.13 89.29 88.75
Q 87.31 87.31 87.24 87.50
M 52.31 61.67 60.24 64.84

best results and was closely followed by Y. Although neither of the models reached 100% accu-
racy, they came close to this threshold. The open-source Qwen-based models (T, R, Q) achieved
lower results and differed from each other by approximately two percentage points. M scored
significantly lower than all other models, as expected given that it had less Russian pretraining
data.

Regarding the difference between the two parts of RuParam, there seems to be none in terms
of LLMs performance. The results for the two parts are approximately the same for all models.
The only exception is M, which performs significantly better on the parametric part of the data
(64.84% vs 60.24%). This may be due to the fact that the second part of the dataset includes

some universal phenomena that do not necessarily require extensive pretraining on Russian data.

4.2. Results by TORFL Levels

The data in the first part of our dataset coming from TORFL was distributed among six
CEFR complexity levels, ranging from A1l to C2. We expect that if the linguistic competence of
LLMs is similar to the human one, the results of the models will correlate with the complexity
levels: the more difficult the tasks, the lower the accuracy is. This prediction is partially borne
out. The models’ results are mostly in accordance with the levels, but some exceptions are

present — this is shown in Tab.|3|(the results before filtration are given).

Table 3. Accuracy by TORFL levels

G Y T R Q M
Al ] 9869 98.60 91.00 91.80 90.55 52.05
A2 | 98.61 97.53 89.06 90.88 88.63 48.28
Bl | 98.14 97.93 87.53 90.05 88.11 47.91
B2 | 98.11 97.36 88.41 88.22 85.77 54.97
Cl|97.82 9582 85.35 87.71 84.39 45.16
C2 | 89.71 89.22 69.12 68.14 69.61 39.22

4.3. Results by Linguistic Phenomena

The models demonstrate some common patterns in error frequency. The most complex phe-
nomena come from the second part of the dataset, which consists of data created from corpus
examples. Interestingly, most mistakes are made in Russian-specific categories by both groups
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of models: industrial (G, Y') and open-source (7, R, @), M). Tableshows the rating of most

complex phenomena.

Table 4. The most complex linguistic phenomena.

‘The category is marked “+” if it is among the top-10 error-prone categories for a model

Category/Model G Y T R Q M sum
GOov_LocC 1 + + + + + 5
SUPER_ 3 + + + +  + 5
COND 1 + + +  + 4
COND 5 +  + + + 4
IMP VAR + + + + 4
PREP VAR + + + + 4
DISTR + + + 3
FUT_ ASP 1 + + + 3
FUT_ASP_2 + + + 3
GOV_LOC_ 2 + +  + 3

Examples and descriptions of the most complex phenomena are given in Tabs. @ and

the data are presented as [gram/ungram].

Table 5. The description of the most complex linguistic phenomena along with examples

illustrating them. Part 1

Gov_Loc 1

Some Russian nouns, such as wxag ‘closet’, yeos ‘corner’; noc ‘nose’ have a special
form of the locative case which is required after certain prepositions (e.g. ¢ ‘in’; na
‘on’). For all other nouns, the prepositional case is used after these prepositions. The
grammatical sentences in this category contain a noun in the locative case (e.g. wxag-
y ‘closet-LOC’), while in their ungrammatical counterparts the regular prepositional
case form is used instead (e.g. wwxag-e ‘closet-PREP’).

26-aemnuti myscuuna npamaaca 6 [wxady/ wrage], 2de desouxa
26-year-old man was hiding in [closet.LOC/closet.PREP| where girl

TpaHum €801 00escdy.

keeps  REFL clothes
‘The 26-year-old man was hiding in the closet where the girl keeps her clothes.’

SUPER_ 3

One of the ways to form the superlative degree form of an adjective in Russian is
through the use of the circumfix Hau-...-etiw-. In ungrammatical sentences, the second
part of this circumfix (-etiw-) is omitted, while the first part (nau-) remains.

Hebamov. — amo  [Hausascnetiwasn/nausastcras) wacmo
debates COP  [SUPER-important-SUPER-F.SG/SUPER-important-F.SG| part

U3OUPAMEABHO20 NPOUECCA.

electoral process
‘Debates are the most important part of the electoral process.’

As one can see, many complex phenomena are associated with allomorphy. To choose between

allomorphs, one needs to know about the properties of individual lexemes (e.g. the presence of

a special locative form) and about the context: both the lexical and the phonological features

are important. We assume that it is the multifactorial nature of allomorphy that makes the
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Table 6. The description of the most complex linguistic phenomena along with examples

illustrating them. Part 2

In counterfactual conditionals, both clauses must include the particle 6w responsible
for the conditional mood. The ungrammatical sentences are produced by eliminating
this particle from subordinate clauses headed by ecau ‘if’.

COND_ 1

Bce 6v110 6L nopmaavro, ecau [6o/M)]  paseosopw NoIKPENAANUCH
everything was COND normal if [cOND/@] conversations were supported
aAumepamypol.

by literature
‘Everything would be fine if the conversations were supported by literature.’

In Russian, there is a construction with conditional semantics that includes a wh-word
and the negative particle nu. The ungrammatical examples are created by omitting
HU.

COND_ 5

Kax omo [wu/0] eopvko npusnwamov, mw ewe do nokynamens ne 00€LaAU.

how this [PART/@] bitter admit we yet to buyer not reached
‘As much as I hate to admit it, we have not reached the buyer yet.’

IMP_ VAR

The singular imperative form is formed by a suffix with two allomorphs: -u (coxpan-
u ‘save-IMP) and -0 (6cmanov-0 ‘get.up-iMP’). The distribution is determined both
phonologically and lexically: -u is generally used when a verb has stress on its in-
flection in the present tense, although there are many exceptions (npwen-u ‘jump-
IMP’, soiman-u ‘draw-IMP’). The modification of sentences in this category consists
of changing the required allomorph to the other one.

[Coxparu,/Coxpars] c6010 otcu3ns padu aodeti, komopvie 6 mebsa eepam!
[save-IMPER. 1 /save-IMPER.2| REFL life for people that in you Dbelieve
‘Save your life for the sake of the people who believe in you!’

PREP_ VAR

Short prepositions ending with a consonant have an allomorph ending with -o, e.g.
¢/co ‘with’. The choice of allomorph depends on the phonological conditions: if the
word following the preposition begins with the same consonant the preposition ends
with, -o is inserted (¢ wmuenuem ‘with an opinion’ vs co ccoakot ‘with reference’).
Likewise, the preposition o ‘about’ has an allomorph that ends with a consonant 06
which is used before vowels (0 mnenuu ‘about the opinion’ vs 06 smom ‘about this’),
and another lexically selective one 060 (0 muenuu ‘about the opinion’ vs o6o mne
‘about me’). In the ungrammatical sentences, an incorrect allomorph of a preposition
is used.

06 smom coobwaem PHA Hosocmu [co/c] CeHIAKOT Ha pestcuccepa.

about it reports ~ RIA Novosti [with(1)/with(2)] reference to director
‘This is reported by RIA Novosti with reference to the director.’

DISTR

This category deals with collective predicates (e.g. nepecexamuca ‘cross’). Those re-
quire the use of a coordinated noun phrase or a plural noun as their subject. The
ungrammatical sentences were altered to contain a semantically inappropriate sub-
ject.

[Hawu nymu we nepecekaaucs. / Haw nyms ne nepecexancs.)

[our.PL path.PL not crossed.PL / our.sG path.sG not crossed.sG]
‘Our paths did not cross.’

models struggle.

For instance, models perform significantly better on agreement even though the

difference between correct and incorrect forms is often only one character, just as in examples

involving allomorphy. This is surprising given that most factors determining the choice of an
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Table 7. The description of the most complex linguistic phenomena along with examples

illustrating them. Part 3

Future tense in Russian is formed synthetically for perfective verbs (cosepwum
‘make.PF.FUT’) and analytically for imperfective verbs (6ydem cosepwams ‘will
make.IPF.INF’). In pairs of this category, the ungrammatical counterpart has a per-
fective infinitive in an analytical form instead of the imperfective one.

FUT Asp 1 | Hnanupyemea, wwmo  asmomobunv  6ydem [cosepwamsb/cosepuums]
| planned that car will [make.IPF.INF /make.PF.INF]

BEPMUKAALHOIT 63A€M, U NOCAOKY.
vertical take off and landing
‘It is planned that the car will take off and land vertically.’

Just as in the case of FUT _ASP 1, the ungrammatical sentences in this category have
an erroneous use of the analytical future form of a perfective verb. The difference is
that the grammatical member of the minimal pair includes a correct synthetic form,
FUT ASP_ 2 but not an analytical one.

3a mopanavrodi yuepb myoscuuna [noaywum/6ydem noayuwums] 100 pybaet.

for moral damage man [receive.PF.FUT/will receive.PF.INF| 100 rubles
‘The man will receive 100 rubles for moral damage.’

Similarly to Gov_Loc 1, this category deals with the locative/prepositional case

distinction. The ungrammatical sentences demonstrate incorrect use of the locative

form.
0 Kpacnom [cHeze/creay] COOBULANU IHCUMENU HECKOALKUL Pationos
GOV_LOC_2| shout red [snow.PREP /snow.LOC| reported residents several districts
obaacmu.
region

‘Residents of several districts of the region reported red snow.’

allomorph are local (e.g. the first character of the next word), while by agreement the goal and
the probe can be located at a considerable linear distance. However, in the case of agreement,
it is mostly a single factor that matters: the morphological form of the goal (e.g. the verb form
has to correspond to the morphological features of the noun in the nominative case).

Conclusion

We introduced a new dataset for testing the competence of LLMs in Russian. Our corpus uses
the minimal pair framework that is now common for the task of linguistic evaluation of LLMs.
The data in this benchmark come from two sources: tasks of the Test of Russian as a Foreign
Language and corpora of Russian. The first type of data is novel to the field, while the second
one has been extensively used in similar datasets and is preferable to automatic data generation.
Ungrammatical sentences in the first part of the dataset were independently created by the L2
acquisition experts, while those in the second part were manually generated specifically for the
corpus by trained linguists. The dataset contains fine-grained linguistic annotation covering a
wide range of categories. Some of them are universal, while others represent Russian-specific
phenomena. All annotations were performed by experts in theoretical linguistics.

We evaluated six LLMs on our dataset. To do this, we used the metalinguistic prompting
method, treating the models as if they were human subjects in linguistic studies. We found that
large-scale models trained extensively on Russian demonstrate very high performance levels, close
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to the 100% threshold. As it was expected, smaller open-source models achieved lower results.
The evaluation results on the TORFL part of our dataset show that the degree of success of
LLMs mostly correlates with CEFR complexity levels of the tasks. This finding demonstrates
one similarity between linguistic competence of LLMs and humans. Although models generally
achieve relatively good results, some categories proved to be problematic. These are Russian-
specific phenomena from the part of the dataset generated using corpus data. Many of these
phenomena involve morphophonological variation and the constraints on analytical forms. One
of the most important findings is that models from different origins converge on exactly the
same types of errors. This may not be a coincidence and could reveal insights into differences in
linguistic competence of LLMs and human Russian speakers.

To conclude, RuParam is a novel, carefully designed source of data on the Russian language.
We hope that it will be useful for further investigation into LLMs’ grammar, as well as for model

development.

Limitations

e For evaluation we adopt Large Language Models, including foundational models, which
constantly undergo modifications. Hence, later evaluations may differ from the results pre-
sented in the paper.

e While we present several findings that shed light on the common patterns in the linguistic
competence of LLMs, further analysis is required to explain the reasons behind them. For
instance, we assume that tokenization may affect the complexity of allomorphy. In addition,

the analysis may be enriched by the data from other languages apart from Russian.
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The paper presents a comparative analysis of emotional evaluation of Russian nouns by
large language models and native speakers. Based on the ENRuN (Emotional Norms for Rus-
sian Nouns) database, which contains ratings of 1,800 nouns across five basic emotions (hap-
piness, sadness, anger, fear, and disgust), the research compares human assessments with eval-
uations provided by seven large language models (Llama-3-70B, Qwen 2.5-32B, YandexGPT 5
Lite, RuadaptQwen2.5-7B, RuadaptQwen2.5-32B-Pro-Beta, T-pro, T-lite). Although some models
demonstrated relatively high correlation with human assessments, persistent systematic deviations
were observed across all tested models. The analysis reveals significant differences in emotional
perception during word evaluation: the models demonstrate a tendency to hyperbolise negative
emotions and show variability in assessing positive emotions, particularly when analysing words
related to sensitive topics (violence, religion, obscene vocabulary). The findings indicate that the
closest alignment with human evaluations is achieved when there is a balance between the model’s
size and the quality of its language adaptation.

Keywords: Large Language Models, human-likeness, emotional intelligence, Russian language.

Introduction

Currently, large language models (LLMs) are one of the key tools for addressing numerous
NLP tasks. One of the relevant research directions in the field is the emotion analysis . Within
this framework, questions regarding the emotional intelligence of LLMs are gaining increasing
prominence in the research community . Studies in this area combine both applied and fun-
damental aspects. From a practical perspective, the emotional alignment of LLMs is essential,
for instance, to enhance the quality of communication between humans and Al assistants, which
are actively employed in various domains (medicine, education, entertainment, etc.), as well
as for using language models in annotating emotion-related data (see, for example, the review
by ) From a theoretical standpoint, research interest lies in analysing the emotional be-
haviour of LLMs in various situations, understanding how language models process emotions,
and comparing human emotional reactions with those of LLMs .

Thus, the need to study the emotional behaviour of LLMs and compare it with human
responses is increasing. This includes the pertinent question of how models’ emotional behaviour
varies depending on specific languages and value systems characteristic of their native speakers.
The reproduction of certain biases by LLMs has been repeatedly noted in numerous studies (such
as geopolitical or gender stereotypes, particularly concerning the emotional behaviour of men
and women )

The aim of the study is to compare emotional assessments of Russian words by native
speakers against assessments of the same words by LLMs. With this aim, we utilise the ENRuN
(Emotional Norms for Russian Nouns) database — a dataset comprising emotional ratings
for 1,800 Russian nouns provided by native Russian speakers.

The article is organized as follows. Sectionpresents a brief overview of the related work.
Sectiondescribes the data utilised in the study. In Section we outline the methodological
framework adopted for the study. Sectiondetails the process of prompt engineering and hyper-
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parameter tuning. Sectionpresents the main findings. summarizes the study and
points directions for further work.

1. Related Work

Earlier studies focusing on emotions expressed in text primarily addressed issues related to
emotion recognition and classification @

With the advancement of LLMs, the challenge has evolved beyond mere emotion recog-
nition to include the production of appropriate emotional responses by models. Consequently,
numerous studies have been conducted to examine the emotional intelligence of LLMs . New
types of benchmarks aimed at assessing LLMs’ emotional intelligence are emerging. The work
of introduces EmoBench (available in English and Chinese), which encompasses tasks in
two areas: Emotional Understanding and Emotional Application. Both areas provide LLMs with
brief descriptions of life scenarios; however, the first area requires identifying emotions and their
causes (emphasising complex, emotionally ambiguous situations), while the second one demands
selecting situation-appropriate responses. An example scenario from the Emotional Understand-
ing section reads: “After a long day of terrible events, Sam started laughing hysterically when
his car broke down”. The authors’ experiment revealed a significant gap between the perfor-
mance of LLMs tested on EmoBench and the responses of human participants. The work of @
presents EmotionQueen, a benchmark for assessing LLM empathy. In this benchmark, LLMs
are tasked with responding to statements containing information about various life events. The
authors note that while earlier research focused primarily on recognising explicit emotions, the
field of measuring LLMs’ emotional intelligence now concentrates on more profound and com-
plex analysis, including the understanding of implicit emotions not directly expressed in user
statements, or mixed emotions in situations involving multiple events with different emotional
connotations. The results of this EmotionQueen experiment, however, demonstrated that some
LLMs, particularly LLaMA2-70B and Claude2, can surpass human levels of empathy.

LLMs’ emotional intelligence is frequently evaluated using psychometric tests designed for
humans. For example, in Dalal et al. 2025, LLMs’ emotional intelligence was assessed using
the Situational Test of Emotional Understanding (STEU) , where respondents are presented
with situation descriptions and must explain what feelings a person should experience under
these circumstances. The study [7| revealed that LLMs deviated from reference answers (human
responses) in 33% of cases. It was also noted that in several instances, the models offered reason-
able alternative emotional assessments for various situations. In , a dataset describing various
situations was created to evaluate LLMs’ empathetic capabilities, with models being required to
assess these situations in terms of the emotions they evoke. Human responses served as the gold
standard. The researchers observe that while the models’ reactions to the proposed situations
can generally be characterised as appropriate, none of the tested LLMs demonstrated results
sufficiently close to human references.

In summary, the issue of emotional alignment of LLMs is becoming increasingly significant.
The described studies mainly examine the adequacy of LLM responses to various life circum-
stances. The present study also aims to compare LLM responses with those of human participants;
however, instead of situation descriptions or utterances, Russian nouns will serve as stimuli for

the models.
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2. Data

The current versio of the ENRuN (Emotional Norms for Russian Nouns) database
contains emotional ratings of 1,800 Russian nouns. Each word was rated within the dimensional

(valence and arousal) and categorical approach (happiness, sadness, anger, fear, and disgust).
For each word, the mean values, standard deviations, minimum and maximum scores for each
parameter, and the number of peopl who rated the word are presented.

The ENRuN word list was compiled based on the frequency dictionary of the Russian lan-
guage , with lexical items selected according to several formal criteria (such as word length,
frequency, etc.). The lexical composition of the list is notably diverse: it includes both neutral

7 YOS

words (“magazine”, “calculator”, “marble”) and sensitive terms related to health, religion, or moral
values (“alcoholism”, “atheism”, “looting”).

For this study, we used averaged respondent ratings obtained through a categorical approach
survey, measuring the degree of association between words and specific emotions (happiness,

sadness, anger, fear, and disgust) on a five-point scale (see Tab. for several examples).

Table 1. Example of the ENRuN Data Presentation

Word Happy | Sad | Anger | Fear | Disgust
Professor 1.615 | 0.462 | 0.231 | 0.885 | 0.385
Friendship | 4.524 | 1.524 | 0.476 | 0.476 | 0.143
Garbage 0.043 | 0.391 | 0.913 | 0.783 | 4.174

Thus, we observe that the word “professor” is relatively neutral and does not trigger strong
emotional associations from respondents, while the word “friendship” is rated as joyful, and the
word “garbage” (“pomoika”) shows a high rating for the emotion of disgust.

An earlier, publicly available version of the database , containing ratings for 378 words,
presents the instruction given to respondents during the categorical approach experiment:

“Please rate using the scale from 0 to 5 to which extent, in your opinion, each word is related
to emotions of happiness, fear, disqust, anger, and sadness. You will have to fill out the tables
below. Words are in the rows and emotions are in the columns. If you think that the given word
s not related at all to the given emotion, write “0”. If you think that the given word is very much
related to the given emotion, write “5”. You can also use all the intermediate values of this scale.
You have to give five ratings for each scale indicating as to how strongly the given word is related
to happiness (1st row), fear (2nd row), disqust (3rd row), anger (4th row), and sadness (5th
row). If necessary, you can give high ratings in several columns for the same word”.

This instruction, originally formulated for human respondents, will serve as the basis for
developing prompts for LLMs.

3. Methodology

The core idea of the experiment is to task large language models with assessing words from
the ENRuN database in terms of their associations with emotions (happiness, sadness, anger,

2The current version of the database can be provided to researchers upon request.
3The database development is an ongoing process. The current analysis incorporates responses from a sample of
692 participants at the time of manuscript submission.
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fear, and disgust) on a five-point scale. This approach yields results that can be compared with
human assessments available in the ENRuN database.

To compare assessments between human respondents and LLMs, the following metrics were
employed: Pearson correlation coefficient, Spearman correlation coefficient, and standardised dif-
ference. Human assessment serves as the reference standard in this case. The Pearson correlation
coefficient helps determine how accurately LLMs reproduce general trends in emotional word as-
sessments. The Spearman correlation coefficient is included in the analysis as it is less sensitive to
outliers and non-linear associations, which is crucial when working with emotional assessments,
where the association between human and model ratings may be non-linear. The standardised
difference (Std Diff) was selected to quantify absolute differences between LLM and human
responses, enabling the identification of consistent discrepancies in LLM assessments. This com-
prehensive approach provides a more complete picture of how successfully LLMs can reproduce
human assessments of words’ emotional content.

Various categories of LLMs were selected for the study: models from Russian developers
(YandexGPT 5 Lit =i including adapted models (T—lite—it—l. T—pro—it—l.(ﬁf from the Qwen 2.5
family; Ruadathwen2.5—7f adaptation to Russian of T-lite-it-1.0, RuadaptQwen2.5-32B-
Pro—Betf adaptation to Russian of T-pro-it-1.0), as well as models of foreign origin (Qwen 2.5@
Llama- .

The models selected also differ in their parameter count and include the following: small
models (7-8B) — YandexGPT 5 Lite, T-lite, RuadaptQwen2.5-7B; medium-sized models (32B) —
T-pro, Qwen 2.5, RuadaptQwen2.5-32B-Pro-Beta; and a large model (70B) — Llama-3.

This selection of models enables evaluation of whether the alignment between model and
human responses correlates with language adaptation or parameter count.

In the preparatory phase of the experiment, only the base model was used. RuadaptQwen2.5-
32B-Pro-Beta, specifically adapted for Russian , was selected as the base model for the study.
The base model was used to identify the most effective prompt and optimal hyperparameters for
collecting emotional word assessments. Throughout the experiment, emotional assessments were
collected from all models using the selected prompt and hyperparameters. The obtained model

responses were compared both with each other and with human assessments of the nouns.

4. Experimental Settings

Prompt Selection. The prompt for this task was developed based on the instruction given
to respondents who participated in word assessment for the ENRuN database; the complete
instruction text is provided in Section

Three prompt variants were tested: “min”, “base”, and “detailed”. The “min” variant was
the shortest, containing only the task description without additional information. The “base”
variant included both the task and a brief description of the role the model should assume when
answering questions. The “detailed” variant contained the most comprehensive role description,
emphasising internal motivation and the significance of survey participation.

“https://huggingface.co/yandex/YandexGPT-5-Lite-8B-instruct
Shttps://huggingface.co/AnatoliiPotapov/T-lite-instruct-0.1
Shttps://huggingface.co/t-tech/T-pro-it-1.0
"https://huggingface.co/RefalMachine/RuadaptQwen2.5-7B-Lite-Beta
Shttps://huggingface.co/RefalMachine/RuadaptQwen2.5-32B-Pro-Beta
https://huggingface.co/Qwen/Qwen2.5-32B- Instruct
Yhttps://huggingface.co/meta-1lama/Meta-Llama-3-70B-Instruct
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Below is the complete text of the “detailed” prompt.

Assume the ROLE and complete the TASK.
ROLE:

You are an ordinary person who speaks Russian and lives in Russia. You have been invited
to participate in an experiment by scientists from the Laboratory of Cognitive Research. The
experiment is conducted to study how Russian native speakers evaluate various words in terms
of their emotional content. You are very interested in participating in the research. You answer
questions attentively, focusing intently and sincerely. You understand that your responses are
crucial for the experiment.

TASK:

Please rate on a scale from 0 to 5 how much, in your opinion, the word for evaluation is
associated with emotions such as happiness, fear, disqust, anger, and sadness. If you think the
word is not at all associated with a given emotion, assign “07; if you believe the word is very
strongly associated with the emotion, assign “5”. You may also use all intermediate values on this
scale. You can use any decimal values between 0 and 5 (for example, 2.5, 3.7, 4.8, etc.). Thus,
each word requires 5 ratings: how much it is associated with happiness, sadness, anger, fear, and
disqust. If necessary, you may assign high ratings in several emotion categories for the same word
or assign zero values across all categories if the word evokes no emotions for you.

The answer should include only five numerical ratings for emotions separated by spaces in
the following order: first rating for HAPPINESS, second for FEAR, third for DISGUST, fourth
for ANGER, fifth for SADNESS. The answer should NOT include additional comments.

The “min” prompt does not include the ROLE section, while the “base” prompt includes a
condensed version of the role description: “You are a person, a Russian native speaker partici-
pating in a psychological experiment”. The TASK section remains identical across all prompts.
Model responses for each of the three prompt variants were compared with human assessments
from the ENRuN database using the following metrics: Pearson correlation coefficient, Spear-
man correlation coefficient, and Std Diff. In selecting the optimal prompt, we aimed for minimal
Std Diff values alongside high Pearson and Spearman correlations. The testing revealed that the
“detailed” variant proved most effective, as it achieved the highest Pearson coefficient and lowest
Std Diff, while only marginally falling behind the “base” prompt in Spearman coefficient, with
the difference being insignificant (see Tab. .

Table 2. Evaluation of Different Prompt Variants

Prompt | Pearson | Spearman | Std Diff
min 0.56 0.41 1.11
base 0.64 0.57 1.07
detailed 0.67 0.55 1.01

Hyperparameters. When selecting hyperparameters, particular attention was paid to the
temperature parameter. At higher temperature values (0.4-0.5), significant deviations from the
given instructions were observed. This was especially characteristic when evaluating words se-
mantically related to typical language model tasks (“enumeration”, “decoding”, “scale”, “format”,
“Input”, etc.). In such cases, instead of evaluating the proposed word according to specified

emotion categories within the established scale, the model showed a tendency to generate and
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evaluate its own words. At low temperature values (0.1-0.3), the opposite problem was observed:
the model demonstrated a tendency towards insufficient variability, assigning uniform ratings
across all emotion categories (for example, predominantly using a rating of “3” while ignoring
other scale values).

To achieve an optimal balance between excessive variability and undesirable uniformity in
responses, a temperature value of 0.2 was selected in combination with a repetition penalty of 1.2,
which helped minimise the aforementioned issues.

Response Variability. To test the model’s response variability using the “detailed” prompt,
three series of responses were collected. Analysis of consistency between series showed a moder-
ately high degree of response reproducibility: the average Pearson correlation coefficient between
the three iterations was 0.71, and the Spearman correlation coefficient was 0.66. The standard
difference between response distributions (Std Diff = 1.03) indicates a certain variability in model
responses. Words with the highest degree of variation in ratings between iterations were identi-
fied. To investigate the most notable rating discrepancies, an additional prompt was developed.
This prompt retained the role description from the “detailed” version but included a new task:
to explain the reasoning behind the assigned ratings. The explanations provided by the model
could be characterised as generally appropriate in most cases. Consider the example of the word
“nostalgia”, which received the highest score in the “Sadness” category in the first iteration and
in the “Anger” category in the second iteration (see Tab..

Table 3. A word example of inter-iteration rating variability in model assessments

Iteration | Sadness | Anger | Model’s explanation

1 4.5 0 Sadness (4.5/5): the primary emotional colouring of
nostalgia is indeed sadness. It is a feeling of loss of
something precious and unique that can never be
recovered. Hence, the oppressive note of sadness is
quite strongly present.

2 0 4.5 Anger (4.5/5): the high rating for anger is attributed

to nostalgia’s capacity to evoke irritation or even rage

regarding how much everything has changed, what
opportunities were missed, or losses that had to be
endured. This dissatisfaction with the current state
of affairs, viewed through the lens of an idealised per-

ception of the lost period, triggers strong emotions

of discontent with oneself or circumstances.

In this case, some variability in model ratings may be a positive factor, as it partially
mimics differences in word assessments by actual respondents. To test this hypothesis, human
assessments were compared with each of the three response series separately, and then with the
averaged indicators across the three series (see Tab..

Thus, averaging the results of three iterations demonstrates more balanced and stable results.
Although the first iteration shows higher correlations individually, averaging reduces the standard
deviation. For further comparison of model responses with those of actual respondents, the
average ratings across three iterations were used.
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Table 4. Model-human rating differences by iteration and mean values

Iteration Pearson | Spearman | Std Diff
1 0.69 0.59 1.02
2 0.55 0.46 1.16
3 0.56 0.46 1.15
Mean (3 iter.) | 0.67 0.57 0.93

5. Experiment: Comparison of Responses from Different LLMs

Using the “detailed” prompt, three series of responses were collected from each model, fol-
lowed by obtaining averaged responses. It should be noted that Llama-3 refused to evaluate
4 words from the proposed list: three were instances of obscene language, and one was a collo-
quial term for an infectious disease (gonorrhoea). The reasons given for refusal were inappropriate
vocabulary in the case of obscene words, and inability to provide recommendations regarding
illegal content in the case of the disease term. Notably, while the ENRuN database word list
contained other obscene words and disease terms (such as syphilis), Llama-3 did provide ratings
for these.

For comparing Llama-3’s responses with human assessments and other models, zero values
were assigned across all emotions for the words it refused to evaluate.

Comparison of LLMs with Human Assessment. The averaged responses were com-
pared with human assessments of nouns from the ENRuN database. The comparison results are
presented in Tab. .

Table 5. Evaluation of LLM Responses Compared to Human Ratings

Model Pearson | Spearman | Std Diff
RuadaptQwen2.5-32B-Pro-Beta | 0.67 0.57 0.93
YandexGPT 5 Lite 0.62 0.58 1.05
T-pro 0.55 0.47 1.08
Qwen 2.5-32B 0.57 0.48 1.15
Llama-3 0.61 0.55 1.16
RuadaptQwen2.5-7B 0.41 0.33 1.18
T-lite 0.35 0.29 1.22

RuadaptQwen2.5-32B-Pro-Beta demonstrates the highest correlation with human responses,
showing the highest Pearson coefficient (0.66) and one of the highest Spearman coefficients (0.56).
This is further confirmed by the lowest standard deviation (0.93) among all models. YandexGPT 5
Lite shows the second-best result with Pearson coefficient of 0.62 and Spearman coefficient of
0.58, indicating good alignment with human responses. T-lite shows the lowest correlation values
(Pearson: 0.35, Spearman: 0.29) and the highest standard deviation (1.22), indicating substantial
divergence from human assessments.

When comparing human assessments with LLM responses, the following trends were identi-
fied across emotion categories:

e positive emotions are represented by a single class — “happiness”. This emotion shows the
greatest variability between models. Most models tend to overestimate ratings compared to
humans: YandexGPT 5 Lite (ratings higher than human assessments in 83.67% of cases),
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RuadaptQwen2.5-7B (85.83%), T-lite (76.33%), Llama-3 (73.39%). However, other models
demonstrate the opposite tendency, underestimating ratings compared to humans: T-pro
(73.83%), Qwen2.5-32B (64.89%), RuadaptQwen2.5-32B-Pro-Beta (59.67%).;

e in assessing negative emotions, the greatest consistency is observed in the “fear” category,
although most models still tend to underestimate it in more than half of cases: T-lite
(61.33%), Llama-3 (68.28%), Qwen2.5-32B (66.44%);

e for “disgust” and “anger” categories, there is a tendency to overestimate ratings com-
pared to humans. For “disgust”: the most pronounced overestimation is shown by
RuadaptQwen2.5-7B (87.94%) and T-lite (79.44%). For “anger”, the most pronounced
overestimation is recorded in RuadaptQwen2.5-7B (87.78%), T-lite (84.39%), and T-pro
(81.56%).

Thus, RuadaptQwen2.5-7B, YandexGPT 5 Lite, and T-lite tend to systematically over-
estimate across most emotions, while Llama-3 shows the opposite tendency, more frequently
underestimating. RuadaptQwen2.5-32B-Pro-Beta demonstrates the most balanced assessments.
Qwen2.5-32B and T-pro show mixed patterns with a predominance of underestimation for posi-
tive emotions.

Based on the comparison results between model and human respondent answers, 10 words
were identified for each model, where assessments showed maximum absolute difference com-
pared to human ratings. In total, 42 unique words appeared in the top-10 lists across different
LLMs. Analysis of this vocabulary revealed the prevalence of certain semantic categories: reli-
gion — “funeral service” (“otpevanie”), “Satan”; manifestations of violence — “torture”, “suffering”,
“slaughter” (“boinya”), “slap” (“poshchechina”); taboo subjects (obscene language, vocabulary
related to narcotic or poisonous substances, immoral activities). The identified vocabulary has
predominantly negative connotations. Among the most frequent words, “Satan” appears in 6 out
of 7 models, and words such as “villainy”, “downfall”’, and “torture” each appear in 4 models’
lists. In the case of “Satan”, the general tendency to overestimate negative emotional classes
is confirmed. Consistent overestimation by all models is recorded for “sadness” and “disgust”
classes, meaning models tend to consider the word “Satan” much sadder and more disgusting
than humans do.
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Figure 1. Heatmap illustrating differences between LLM responses
according to the Std Diff metric
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Comparison between LLMs. The averaged model responses were compared with each
other using the same metrics. The strongest correlations were observed between the follow-
ing model pairs: Qwen2.5.32b and T-pro (Pearson=0.89, Spearman=0.83); RuadaptQwen2.5-
32B-Pro-Beta and T-pro (Pearson=0.86, Spearman=0.78); RuadaptQwen2.5-32B-Pro-Beta and
Qwen2.5.32b (Pearson=0.85, Spearman=0.78). This indicates substantial similarity in their emo-
tional assessment of Russian nouns, likely due to T-pro being based on the Qwen2.5 model family,
and RuadaptQwen2.5-32B-Pro-Beta being the adaptation to Russian of T-pro.

Notably, the lowest correlations were found between: T-lite and Llama 3 (Pearson=0.46,
Spearman—=0.38); RuadaptQwen2.5-32B-Pro-Beta and T-lite (Pearson=0.47, Spearman=0.40);
Qwen2.5-32B and T-lite (Pearson=0.47, Spearman=0.40). This result may indirectly demon-
strate the influence of model parameter count on the similarity of its emotional assessments to
human ones, as Llama 3 contains the highest number of parameters (70B) among the models
in the experiment. RuadaptQwen2.5-32B-Pro-Beta and Qwen2.5-32B are also characterised by
a relatively high parameter count. Standard deviation ranges from 0.09 (T-pro vs YandexGPT 5
Lite) to 0.44 (RuadaptQwen2.5-7B vs Llama 3), indicating significant variability in the scale of
differences between models. The difference in model responses according to the standard devia-
tion metric is presented in Fig.

Conclusion

This study of emotional assessment of Russian nouns by language models has revealed sub-
stantial differences between machine and human perception of words’ emotional content. Al-
though some models demonstrated relatively high correlation with human assessments, persistent
systematic deviations were observed across all tested models.

The research findings highlight two significant patterns in LLMs’ emotional processing. First,
there is a consistent tendency to hyperbolise negative emotions (“disgust”, “anger”, “sadness”).
Second, models display considerable variability in assessing positive emotions (“happiness”), sug-
gesting fundamental disparities in their emotional perception mechanisms. These differences are
particularly evident in the assessment of words related to negative events, taboo subjects, and
religious vocabulary, where the greatest discrepancies with human assessments were observed.

The obtained results indicate that model size, while being a significant factor, is not the
sole determinant for achieving high correlation with human responses. This is illustrated by
Llama-3 (70B) which, despite being the largest among the studied models, showed average results.
Optimal performance is achieved through a balanced approach that considers both model size
and the quality of language adaptation. The highest correlation indicators were achieved by
RuadaptQwen2.5-32B-Pro-Beta, which is characterised by both a relatively large number of
parameters (32B) and targeted adaptation to Russian. However, the smaller Ruadapt family
model, Ruadapt Qwen2.5-7B, despite its language adaptation, showed one of the lowest results.

In the course of further work on this research, we intend to expand the number of LLMs
under examination (for instance, by incorporating larger-scale models). Additionally, we plan to
conduct a more detailed investigation of word groups for which LLM evaluations diverge most
significantly from human assessments, as this area holds considerable research potential.
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Limitations

In the present study, the testing of various hyperparameters and prompt engineering was
conducted using RuadaptQwen2.5-32B-Pro-Beta as a base model. This approach may confer a
certain advantage upon the aforementioned model in comparison with the others.
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Semantic role labeling (SRL) for morphologically rich languages, such as Russian, faces sig-
nificant challenges due to complex case marking systems, free word order, and limited annotated
resources. These challenges are particularly acute for emotion predicates, which require special-
ized linguistic expertise to capture distinctions between roles denoting those who feel, causes and
objects of feelings. We propose a novel approach that leverages large language models to ad-
dress SRL for Russian emotion predicates through few-shot in-context learning combined with
predicate-specific instructions. Our method was evaluated on a manually annotated dataset of 169
sentences containing six emotion predicate groups extracted from Russian social media texts. We
compared three state-of-the-art LLMs (Claude 3.7 Sonnet, GPT-5 Mini, and DeepSeek V3) against
a RUELECTRA-based trained sequence labelling baseline using both exact and partial matching
criteria. Claude 3.7 achieved the highest performance with 74.85% F1 score on partial match-
ing, substantially outperforming the baseline (22.67%). For general predicates on FrameBank, our
adapted method with GPT-5 Mini reached 85.0% F1 compared to the previous state-of-the-art
of 80.1%. The LLM-based approach successfully handles complex linguistic phenomena, including
syntactic zeros and multi-word arguments, while requiring minimal manually annotated training
data. We demonstrate that LLM-based methods can significantly advance SRL for Russian by
reducing dependency on large-scale annotated corpora while achieving competitive performance.

Keywords: semantic role labeling, llm, russian language, deep learning, neural networks.

Introduction

Semantic Role Labeling (SRL) is a fundamental task in natural language processing that aims
to identify the semantic relationships between predicates and their arguments in sentences .
Traditional approaches to SRL have largely relied on supervised learning methods trained on care-
fully annotated corpora such as FrameBank . However, for morphologically rich languages like
Russian, the task presents significant challenges due to complex case marking systems, relatively
free word order, and limited availability of annotated resources. The annotation scarcity problem
is a significant bottleneck, particularly for complex semantic classes such as emotion predicates.
Emotion predicates, which include verbs of fear and emotional attitude, and psychological states
(such as “myrarp-myrarbes” (to frighten — to be frightened), “Gositbea” (to fear), “mpaBurbes”
(to like), “mrobute” (to love), etc.), present unique challenges due to their complex argument
structures and the subjective nature of emotional experiences, which specifically appears in
syntactic zeros of experiencer (the argument denoting those who undergo emotions): Ilyeaem
neonpedeaenrnocms (Uncertainty frightens &); sud yempawaem...xax 6 Yeproboire.. (The view
frightens @ like in Chernobyl); Pocm mapugos 2KKX ne cmpawun 6v mak, ecau 6w, 6 20pode
co3dasaucy Hoswvie evicokomexnorozuwnve pabouwue mecma (The grow of utilities rates would
not have frightened @ so much if the new high tech jobs had been created .

The annotation of emotion predicates requires specialized linguistic expertise to capture the

subtle distinctions between different types of emotional roles, such as experiencers, stimuli, and
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targets of emotions , as well as their superficial expressions. See, for example, split of Causator
role into two arguments: M»ap ydususa 2opooicar TpaHUTHBIMU Ooparopamu, clause and in-
finitive arguments: Baadumup, a 6am npasumcs, KOTJAa BaC C K€M CPaBHUBAIOT?; O0UMCA
JUIITHUE CEKYHObI MoTepsTh. Traditional approaches rely heavily on manually curated train-
ing data, which is both expensive to produce and is limited in coverage. This creates a particular
challenge for languages like Russian, where comprehensive emotional semantic resources are
scarce compared to English.

Recent advances in Large Language Models (LLMs) have demonstrated remarkable capabili-
ties across various natural language processing tasks through in-context learning and prompting-
based approaches . These models show particular promise for tasks that benefit from semantic
understanding and structured reasoning, making them natural candidates for semantic role la-
beling applications.

We propose a novel approach that leverages the linguistic capabilities of LLMs to address the
challenges of semantic role labeling in Russian, particularly for the domain of emotion predicates.
Our method combines two key techniques: few-shot learning and instruction retrieval. Few-shot
learning enables the model to generalize from a small number of examples, while instruction
retrieval allows the system to access relevant linguistic knowledge and annotation guidelines
dynamically.

Our contributions advance the state of semantic role labeling for Russian by demonstrating
that LLM-based approaches can achieve competitive performance while reducing the dependency
on large-scale manually annotated corpora. The proposed framework provides flexibility for dif-
ferent application scenarios: the expert-curated instructions and examples for high-precision
and low-data cases in specialized domains, and the generic retrieval approach for broader cov-
erage where more annotated data is available. We release the source code of our approach at
https://github.com/ru-nlp/11lm-for-srl.

The article is organized as follows. Sectionreviews related work on LLM-based approaches
to semantic role labeling, the FrameBank resource for Russian, and previous research on emotion
predicates. Sectiondescribes our methodology, including the construction of the Russian emo-
tion predicates dataset, the configuration of three evaluated LLMs (Claude 3.7 Sonnet, GPT-5
Mini, and DeepSeek V3) and the RUELECTRA-SRL baseline, our few-shot prompting strategy
with predicate-specific instructions, and the evaluation protocol with exact and partial matching
criteria. We also describe the adaptation of our approach to general predicates on FrameBank.
Sectionpresents experimental results for both emotion predicates and general semantic role
labeling, with detailed analysis of model performance across different semantic roles and match-
ing criteria. Section |4|discusses the computational and linguistic implications of our findings,
examining how LLMs handle complex phenomena such as syntactic zeros, anaphoric references,
multi-word arguments, and irregular constructions in social media texts. Thesum—

marizes our results and outlines directions for future research.

1. Related Work
1.1. LLM for SRL

contains a comprehensive survey on various methods and applications of semantic role
labeling. Large language models have become the dominant paradigm for solving NLP tasks, and
naturally, almost all of the recent approaches to SRL employ LLMs in some way or form.
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Current approaches integrate LLMs into the SRL pipeline in several innovative ways. A
common technique involves using the embeddings generated by an LLM as rich feature inputs
for a downstream classifier, often enhanced with syntactic information such as dependency parses.
This hybrid approach, exemplified by , combines deep semantic understanding with structural
grammatical cues.

The current state-of-the-art results for both English and Chinese, as demonstrated by ,
are achieved through a more integrated method. Their model employs prompts to a fine-tuned
LLM, equipped with a self-correction mechanism and a searchable database to improve accuracy
and consistency.

The prompting paradigm itself is a substantial area of study. The research by @ explores
a few-shot prompt-based approach, analyzing the inherent capability of LLMs to understand
semantic structure without extensive task-specific training. Similarly, investigates a zero-shot
technique for SRL and sentiment analysis, further probing the model’s cross-lingual abilities by
testing if semantic roles are preserved when translating sentences from English to Arabic.

In E], a few-shot prompt-based approach is introduced, with a discussion of LLMs’ capa-
bilities for understanding semantics. features a zero-shot prompting technique for semantic
role labeling and sentiment analysis in English. The authors also investigate whether LLMs can
correctly translate English sentences into Arabic, preserving the semantic role labels.

The application of these techniques also extends to specialized domains. |4| evaluate prompt-
based SRL within the legal domain, comparing a general-purpose LLM to one fine-tuned specif-
ically on legal corpora. Their findings indicate that domain-specific adaptation yields significant
gains in performance and efficiency for processing complex legal texts. Finally, some research
moves beyond pure prompting architectures. For instance, introduces a novel framework
that combines prompts to LLMs with Graph Neural Networks, aiming to capture both semantic
and relational dependencies between arguments.

1.2. FrameBank

FrameBank is a semantically annotated database of Russian sentences primarily based
on the Berkeley FrameNet project . It serves as a valuable resource for automating SRL and
has been widely used in Russian NLP research.

FrameBank has been instrumental in training various SRL systems for Russian. utilized
FrameBank to train a semantic role classifier based on a Support Vector Machine (SVM) model,
demonstrating the FrameBank’s utility for traditional machine learning approaches. In , the
authors experimented with training a neural network on this dataset. In a more recent work,
employed FrameBank to train a neural network encoder specifically designed to identify

arguments and assign them their correct semantic roles.

1.3. Emotion Predicates

In , different approaches to emotion identification are compared. In short, there are three
main approaches: the first categorizes emotions across entire texts, the second labels separate
emotionally charged words, and the third classifies emotions within clauses. , similar to the
third approach and our own, studies emotions within semantic frames: a frame represents an
event that triggers an emotional response.
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Authors in |7| present SRL4E, a unified evaluation framework that consolidates six hetero-
geneous emotion datasets under a standard annotation scheme based on Plutchik’s emotions,
enabling consistent training and evaluation of systems that identify not only emotions, but also

their semantic constituents (experiencer, target, and stimulus) within text.

2. Methodology

2.1. Russian Language Dataset of Emotion Predicates

We constructed a specialized evaluation datasefor Russian semantic role labeling, focusing
on psychological predicates. The dataset comprises 169 manually annotated sentences extracted
from Russian social media and informal text sources. Our annotation targets six predicate groups
representing emotional and psychological states. They are verbs of fear: nyeamo (frighten),
yorcacamn (horrify), 6oamovca (fear), onacamwvcsa (be apprehensive), cmpawumoe (intimidate),
and verbs of emotional attitude: mupasumuca/mobums (like/love).

Each sentence was annotated by an expert linguist following a predefined semantic role
taxonomy comprising five primary roles:

e Experiencer: The entity experiencing the psychological state (Ero cmpawum
neonpedeaenrnocms; OH cmpawumesn 6ydyweezo; OH mobum desywry, EmMy wpasumcs
desywika);

e Causator: The entity or event that triggers the psychological response (Fzo cmpawum
HeoIlpeAeIeHHOCTb; On cmpawumcea GYIyIIero);

e Instrument: The means or medium through which the Causator induces the response
(Bydywee nyeaem HeONPeEIEHHOCTHIO);

e Deliberative: The entity about whose welfare the Experiencer is concerned (typically
marked by the Russian preposition sa) (On Goumcs 3a cpiHa);

e Object: The entity or event towards which the Experiencer feels the attitude (Ow .06um
AEBYUIKY; Emy npasumcs IeByLIKA).

2.2. Model Configuration
We have evaluated several available LLMs, including both closed and open-weight ones:

e Anthropic Claude Sonnet 3.7 |1| — a proprietary State-of-the-Art (SOTA) LLM, developed
by Anthropic. Excels at instruction following and is a particularly powerful tool for non-
English language processing. The model is a hybrid reasoner; however, we have specifically
disabled reasoning in our experiments;

e OpenAI GPT-5 Minf a mini variant of SOTA LLM from OpenAlI. The model is reasoning-
based, which means that the reasoning component cannot be disabled in it. Thus, we set
it to minimal reasoning effort;

e DeepSeek V3 — an open-weight non-reasoning LLM. The model contains 671 billion
parameters and requires substantial hardware resources for running: up to 16 H100/A100
GPUs. Despite the size, this model is particularly interesting due to its open availability,
which allows practitioners to utilize their existing HPC resources.

‘https://huggingface.co/datasets/dl-ru/srl-emotion-predicates
Shttps://openai.com/index/gpt-5-system-card/
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We established a baseline using RuELECTRA-SRL , a transformer-based model specifi-
cally fine-tuned for Russian semantic role labeling through token classification using a dataset
from the previous Worl@ This approach mimics the functionality of NER models with BIO-style

annotation to capture multi-word arguments.

2.3. Prompting Strategy

Our LLM-based approach is focused on a few-shot in-context learning approach with
predicate-specific demonstrations. The prompting template for LLM consists of four main com-
ponents:

1. System Prompt: Role specification as a native Russian linguist with explicit instructions
for null-role handling (“No-Roles#No-Roles”);

2. Rule Specification: JSON-formatted semantic role definitions tailored to each predicate
group;

3. Few-shot Examples: All available training instances from the target predicate group,
formatted as input-output pairs;

4. Target Query: The sentence requiring semantic role analysis.

The output format specification requires the model to generate role annotations as
‘- argument#role” pairs, facilitating parsing and evaluation. See example of the prompt in Fig.

2.4. Evaluation Protocol

We evaluated model performance using both exact and partial matching criteria. Partial
matching is necessary to capture additional aspects of model performance in multi-word argu-
ments, particularly in clauses or phrases. It is not always possible to perfectly align LLMs with
expert annotators on what should be deemed an argument in a multi-word case. The evaluation
protocol is implemented as follows:

Exact Matching: A predicted argument-role pair (a,,rp) is considered correct if and only
if there exists a ground truth pair (as, ;) such that normalize(a,) = normalize(a;) and r, = 4,
where normalize(-) applies lowercase conversion and whitespace normalization.

Partial Matching: A prediction is considered correct if r, = r; and either normalize(a,) C
normalize(a;) or normalize(a;) C normalize(a,) (substring containment).

For each matching criterion, we computed:

TP
Precision — — 1+ 1
recision = 5 TP (1)

TP
Recall = ———— 2
T TP N (2)

2 - Precision - Recall

F, = (3)

Precision + Recall

We report both macro-averaged metrics across all instances and per-role micro-averaged

metrics to assess performance across semantic roles.

Shttps://huggingface.co/datasets/dl-ru/srl-data-ru
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[System]

You are native russian linguist specializing in semantic
role labelling. If there are no roles: reply with

- No-Roles#No-Roles.

You must follow these rules in your work:

{

"semantic_roles": {

"experiencer": "Entity experiencing fear or dread.",
"causator": "Entity or event that instills fear or dread.",
"instrument": "Means or medium used by the causator

to induce fear (when present)."

}

}

[User] Tonuius MmHTAeTCH yCTPAWUTh IPECTYNHUKOB HOBHMU MepaMu
[Assistant]

- HNonumnua#Causator

- mnpecTynHuKoB#EXperiencer

- Mepamm#Instrument

[User] He HyxXHO ycTpamaTh Mambmeil pacckasaMH O MOHCTPax

[Assistant]
- Mammei#Experiencer

- pacckazamMmu#lnstrument
[16 more exzamples] ...

[User] Ceifiuac «BH3IOpaBIMBATL» HAYHYT COTHAME CTaTUCTHUKY

yCcTpallaomy® HaZo yIydllaTh CPOYHO.

Figure 1. Few-shot prompt for semantic role labeling of Russian Emotion predicates. The
system message defines three semantic roles (Experiencer, Causator, Instrument), followed by
18 labeled examples with user inputs and assistant responses demonstrating various
linguistic patterns and colloquial usage

2.5. General Role Labeling

We have additionally tried the few-shot approach described above for labeling any predicates,
not only the emotion ones. To do this, we have used the semantically annotated FrameBank
dataset . First, the dataset is filtered so that every sentence contains exactly one annotated
predicate and every predicate appears at least 10 times in the dataset. Then, a portion of the
sentences is removed to be later used as examples. The rule is that for every predicate, there
must be at least 5 examples, and for every semantic role that its arguments can take on, there
must be at least one example.

We have employed Gemini 2.5 Flash, GPT-5 Mini, and DeepSeek-V3 for this problem. The
prompt template contained additional instructions concerning the model’s behavior: in what
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form it should answer, how it should identify the arguments if multiple words fit, etc. It also
contained the target sentence, the predicate, and examples of semantic roles for that predicate.

Since RUELECTRA-SRL only deals with emotion predicates, a different baseline had to
be chosen. We chose the approach from . This approach is based on a pre-trained language
model, fine-tuned on FrameBank, and it has the high SRL score on FrameBank corpora. For
evaluation, we gave the same 10000 randomly selected sentences to every model.

3. Results

3.1. Semantic Role Labeling for Emotion Predicates

Table 1. Semantic Role Labeling Evaluation Results. For per-role results we present F1 score.
For overall results we present macro-averaged F1 score, precision and recall. Bold numbers

indicates best scores in each category across models with exact matching. Underlined numbers

indicate best score with partial matching

Role/Metric Claude 3.7 GPT-5 Mini DeepSeek-V3 Baseline
Exact Exact+Partial | Exact Exact+Partial | Exact Exact+Partial | Exact Exact+Partial

Causator 0.4625 0.7000 0.4100 0.6400 0.4146 0.6463 0.0235 0.0235
Cause 0.0000 0.6667 0.1818 0.1818 0.0000 0.4000 0.0000 0.4000
Deliberative 0.0000 0.8571 0.8000 0.8000 0.3333 0.5000 0.0000 1.0000
Experiencer 0.6636 0.7465 0.6204 0.7130 0.5381 0.5685 0.3543 0.3657
Instrument 0.4444 0.4444 0.4211 0.4211 0.7500 0.7500 0.2500 0.2500
Object 0.6889 0.8667 0.6882 0.8817 0.4595 0.7027 0.1026 0.1197
Overall F1 0.5808 0.7485 0.5404 0.6949 0.4739 0.6174 0.1965 0.2267
Overall Precision | 0.6068 0.7821 0.5087 0.6540 0.5317 0.6927 0.2746 0.3169
Overall Recall 0.5569 0.7176 0.5765 0.7412 0.4275 0.5569 0.1529 0.1765

Tablepresents the evaluation results for semantic role labeling of Russian emotion pred-
icates across four models. Claude 3.7 Sonnet achieved the highest overall performance with a
0.7485 F1 score on partial matching, followed by GPT-5 Mini (0.6949) and DeepSeek-V3 (0.6174),
while the RIELECTRA-SRL baseline showed substantially lower performance (0.2267). The per-
formance gap between exact and partial matching metrics shows that identifying precise argu-
ment boundaries is challenging for LLMs. Notably, all LLM-based approaches struggled with the
rare Deliberative role (marked by the preposition 3a), though GPT-5 Mini achieved 0.8000 F1
on exact matching for this category. Per-role analysis shows considerable variance across seman-
tic categories, with more frequent Experiencer and Object roles generally yielding higher scores
across all models, while Instrument and Cause roles presented consistently lower performance.
The results demonstrate that while LLMs substantially outperform traditional token classifica-
tion approaches, significant room for improvement remains, particularly in handling less frequent

semantic roles and accurately identifying argument boundaries.

3.2. General Semantic Role Labeling

Three LLMs were compared to the baseline model scores. Overall, they performed signifi-
cantly better than the baseline model. Out of the three models we used, the one that showed the
best results was GPT-5 Mini.

However, as one can see from Tab. 2| our few-shot approach performs substantially worse
on some less common roles. Out of the 10000 test sentences, Gemini got only 61.1% completely
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Table 2. Performance of different models on semantic role labeling for general predicates.

For specific roles, the F1 scores are provided. The best results in each category are in bold

Role / Metric DeepSeek-V3 GPT-5 Mini Gemini 2.5 Flash Baseline
agent (11.7%) 82.2 87.3 82.9 79.5
patient (10.2%) 86.6 88.4 85.7 86.9
theme (6.9%) 83.6 86.5 86.9 77.6
sbj of psychol. state (6.2%) 89.8 92.4 90.4 85.2
goer (5.7%) 87.9 91.4 89.0 85.9
cause (4.7%) 86.1 85.1 88.3 87.4
speaker (4.5%) 86.2 89.7 86.7 75.8
location (4.1%) 82.8 82.4 82.1 84.9
content of action (3.6%) 83.0 85.3 82.4 86.3
content of thought (3.4%) 86.8 88.1 84.8 77.0
content of speech (3.4%) 80.8 82.1 79.3 72.6
final destination (3.4%) 87.0 87.1 86.1 59.8
result (2.8%) 87.0 85.6 91.1 58.4
patient of motion (2.6%) 83.5 86.6 83.1 84.4
stimulus (2.4%) 87.2 86.1 85.3 78.1
cognizer (2.3%) 81.9 85.7 83.2 80.8
addressee (1.8%) 86.0 86.5 85.9 7.4
perceiver (1.7%) 88.4 93.5 91.7 84.3
counteragent (1.6%) 87.0 87.8 86.7 60.9
effector (1.4%) 66.1 65.8 67.6 78.9
subject of social attitude (1.1%) 77.9 81.0 82.4 80.8
initial point (1.1%) 88.3 84.5 88.4 78.1
topic of speech (1.0%) 82.5 81.7 78.3 68.0
manner (1.0%) 64.0 54.5 65.7 76.0
recipient (1.0%) 81.0 86.2 79.8 74.5
goal (0.9%) 76.0 75.5 75.8 73.3
field (0.7%) 78.8 80.0 74.5 91.3
attribute (0.7%) 73.1 70.3 67.0 82.5
source of sound (0.7%) 86.4 92.2 87.2 71.6
behaver (0.6%) 78.2 86.5 77.4 84.6
situation in focus (0.6%) 75.1 73.4 65.6 88.2
counteragent of social attitude (0.6%) 84.6 80.2 83.9 65.5
sbj of physiol. reaction (0.6%) 89.0 91.4 88.3 80.4
topic of thought (0.6%) 70.8 67.1 70.5 92.2
potential patient (0.5%) 88.3 89.8 89.3 90.1
status (0.5%) 87.8 86.1 78.1 83.3
patient of social attitude (0.5%) 58.4 58.2 60.7 80.8
standard (0.5%) 86.4 88.0 85.6 82.7
term (0.5%) 91.2 86.6 90.4 86.6
attribute of action (0.5%) 79.5 74.5 74.8 80.4
causer (0.4%) 54.3 69.3 68.6 68.7
initial possessor (0.4%) 76.1 81.0 63.3 78.3
potential threat (0.4%) 84.1 87.0 78.6 77.9
path (2.3%) 65.7 67.5 61.8 84.9
Argument Extraction F1 87.6 88.4 86.4 79.4
Argument Extraction Precision 87.7 84.2 84.9 74.5
Argument Extraction Recall 87.5 93.2 86.4 85.1
Role Labeling F1 83.3 85.0 83.1 80.1

right, and both DeepSeek and GPT-5 got 60.5%. Curiously, there is a substantial overlap of
examples that the models got wrong. All three LLMs gave wrong answers on the same 20%
of the data, indicating that some sentences may be inherently “counterintuitive” for LLMs (see

also @, where mistakes made by LLMs were compared to mistakes by human non-experts).

3.3. Analysis of Exact vs. Partial Matching Disparities

The performance patterns in Tab.reveal a notable discrepancy across models in their ability
to identify precise argument boundaries. Claude 3.7 Sonnet, despite achieving the highest overall
F1 score (0.7485) on partial matching, recorded zero scores for exact matching in two semantic
categories (Cause and Deliberative), while maintaining substantial partial matching scores for
these same roles (0.6667 and 0.8571 respectively). In contrast, GPT-5 Mini demonstrated non-
zero exact matching performance across all categories, including a particularly strong 0.8000
F1 score for the Deliberative role. DeepSeek V3 exhibited zero exact matching only for the
Cause role.

This pattern correlates with our multiword argument analysis, where Claude achieved the
highest success rate (70%) in correctly extracting and labeling multiword arguments, compared
to GPT-5 Mini (65%) and DeepSeek V3 (63.33%). The data suggest that Claude adopts a more
expansive approach to argument boundary identification, consistently capturing the semantic
core of arguments while frequently deviating from expert-annotated boundaries. This is partic-
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ularly evident in rare semantic roles: the Deliberative role appears only in 7 instances (4.1% of
arguments), and Cause in 5 instances (3.0%). For such infrequent categories, Claude tendency
to extract semantically appropriate but boundary-imprecise arguments results in complete exact
matching failure, yet high partial matching success.

GPT-5 Mini consistent non-zero exact matching across all roles reflects a more conservative
extraction strategy that better aligns with annotator boundary conventions, albeit at the cost of
missing some semantically relevant material. The model reasoning component (which does not
operate in our experiments) does not contribute to boundary-aware predictions. DeepSeek V3
intermediate behavior, with exact matching failure only for Cause, suggests it falls between these
two strategies, as does reasoning, but lacks in depth understanding.

4. Discussion

The LLM-based approach allows practitioners to trade increased computational resources
for reduced data annotation costs while also substantially improving the method robustness.
In some instances, such as with SRL for the Russian language, this tradeoff is particularly
effective, which stems from the natural complexity of semantic linguistic annotation. Indeed, the
LLM-based approach, in our case, requires only minimal human annotation to briefly cover the
predicate groups we are focusing on. Training a regular deep learning model, such as those we
demonstrate as baselines in the section above, would require 30-40x more annotated examples
to achieve the desired level of quality, not accounting for complex cases, such as multi-word
arguments. This computational intensity makes this approach well-suited for HPC environments,
where accelerated processing capabilities can efficiently handle the increased resource demands
of LLM inference at scale.

Linguistically, the well-known difficulties of text annotation and semantic roles prediction in
Russian, as a morphologically rich language, mentioned in the Introduction, should be extended
by a number of additional problems. Generally speaking, they concern the problems of grammar
of constructions, on one hand, and text production and genre, on the other hand.

Firstly, in the Russian grammar, there exist constructions with the personal and imper-
sonal subjects of the sentence (Doer, Experiencer, etc.) omitted, which are generally referred
to as “syntactic zeros” of complete sentences and “zero pronouns” |6|. The syntactic zeros
(@) can take such meanings as “others (somebody excluding the speaker)” — Yseoduau mebs 1a
pacceeme (Akhmatova, & took you away at the sunrise), “everybody including the speaker” —
Kax nomonaewn, max u nosonaewn (Proverb, As @ sow so shall @ mow) . There are also 1st
and 2nd person forms of verbs that definitely indicate the subject of a sentence: the Speaker
(I — Jhobaro eposy 6 nauase mas (Tyutchev, & love the thunderstorm in the beginning of May))
and Listener (you — ITocaywatime! Bedv, ecau 36e3dv, 3astcuearom... (Mayakovsky, @ Listen! In
fact, if somebody lights the stars...)).

Secondly, text production supposes that the subject of the sentence can be replaced by a
pronoun or omitted for the reasons of economy and coherence. Such modified subjects refer to
the anaphora and can be represented by 3d person pronouns or syntactic zero. For both, the
referent can be typically found in the left context of the text. See also summarizing presentation
in .

Thirdly, we also encountered some unexpected difficulties with genre as we analyzed social
media discussion content. This type of text belongs to written speech genres and consists of
dialogue and, to some extent, monologue fragments. They are characterised by spoken and spon-
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taneous features, and contain interrupted elements within them, as well as irregular usages. The
latter, for example, is expressed in irregular cases of Causator: yorcacnyacsa HaK TBIPIBOCTHIO
HAIINX 3aKOHOB. Some syntactic fragments are brief and incomplete, and they frequently ap-
pear in dialogues. Some fragments are extensive, for instance in monologues. Structurally, this
can result in a distant position between the emotion predicate and its Experiencer argument:
Boautenn ne sudea umo 6 dpyeom pady Kueyasu ocmano8uasucy, A6HO NPONYCKAA NeuLexoda,
KYoa 6ce HECYMCA, BPEMA IKOHOMUM, DOUTCS AuwWHUE CeKYHAbL NOMEPAMD, TOPOWO He 3aden €.

The monologue parts structurally and semantically are similar to egocentric ‘I'(‘51’)-texts
(such as narrative memoirs, diaries) and therefore contain ‘I’ (Ist person pronoun) omitted
constructions. Likely for all actual (present tense) emotion expressions, syntactic zeros of ‘I’ Ex-
periencer are very specific for emotion verb constructions (compare: Xaav; O6udno; I'pycmmo;
ITyzaem, wmo. . .). Likely in ‘I’-texts, constructions of emotion verbs denoting emotions of ‘I’ Ex-
periencer often include corresponding syntactic zero of 1st person pronoun even in the past tense:
IIpoesotcan Mumo u NPOCmo YAHCACHYACA, ¥Mo dice 3a 2enull aprumexmop amo napucosan!!! (& was
passing by and purely got frightened what a genius architect painted all this <...>). An additional
argument for ‘I’ Experiencer reconstruction in this sentence is that the position of the Causator
is filled with a direct speech clause (the problem of direct/indirect speech in complement clauses
is discussed in )

Evidently, we could have never expected to extract arguments represented by such syntactic
phenomena as noun phrases, clauses, and syntactic zeros, even with the help of LLM. Meanwhile,
the expert analysis of what LLM recognizes as arguments of verbs of emotions convinced us that
its process of thinking can be very productive and cover complicated and unsolvable cases for
other methods, and carefully identify their semantic roles.

See examples of LLM prediction of Causator and Object arguments expressed by a sin-
gle noun, noun phrase, and clause given below (Tab. . Our method is able to analyse
and identify constructions with more than one pretender to be the argument of a verb, i.e.
independent nouns and noun phrases connected by coordinating conjunction: Toakyurxu u
obuwecmeennvie mecma mobume? At the same time it in an arbitrary way can incorrectly
shorten a long noun phrase: Mue ne noupasusocy [omcymemeue peaxyuul# Object pykosodemea
BONDHUYDL HA MOE NPEIAOIHCEHUE NOCTNABUMD Mam KoPelnbil asmomam; Ocobenno nonpasuiocsy
[ucnoanenuel# Object emopoti necru — instead of Mne ne noupasusocy [omeymemeue peakyuu
PYK080ICcMEa BOALHUUDBL HA MOE NPEONOHCEHUE NOCTNABUMDb Mam Kodelnvill asmomam]# Object;
Ocoberno noupasurocw [ucnoanernue emopoti nechul#Object.

Additionally, our method recognizes not only Causators based on dependent clauses (followed
by conjunction), but also independent clauses (no conjunction) ones: Botocw, wmo [6 24 200y ne
do naprynos bydem| - Ecau moocHo o0 6l 834Mb €20 4-vim, a Obi 834.4a, HO 60t0CH [mozda
mensa uz doma evizonam emecme ¢ numf. It generally takes place in contexts of internal state
verbs in the Present tense with ‘I’ (speaker) subjects. The meaning of ‘I’-subject here becomes
closer to Thinker than Experiencer, which reflects in the replacement of indirect (followed by a
conjunction) by direct (no conjunction) speech, as we noticed above.

See Tab.for examples of LLM predictions for syntactic zeros, both anaphoric (the meaning
derived from the text) and paradigmatic ones (the meaning derived from the form of the verb
or construction). It is interesting that in contexts of V3pl construction with a Nominative noun
omitted and a present locative component, the latter is predicted as the subject of the sentence,

i.e., the Experiencer, which entirely aligns with the common idea of grammatical interpretation.
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Table 3. Examples of LLM Method recognizing Causator and Object arguments

expressed by a single noun, noun phrase, clause, etc.

argument

Syntactic status of

Text

Fragment in focus translated

Single noun or pro-

noun

Keniruu 100/110; HUKOTO He

oostICcs

(I) like women; (I was) afraid of
nobody

Noun phrase

OJH)F&, g C BaMHM CoOIJlaCHa, <

TOZKE JIIOOJII0 DONBLIINX cobaK !

I like big dogs

Independent ele-

ments

Tonkydku u obOIIleCTBEHHBIE
mecTa Jiodbure? ; JIiobmio

6osbinux I KopeHacTbIx!

(Do you) like crowds and pub-
lic places; I like big and stocky
(ones)

Infinive or infinitive

phrase

Tarbana, g KuBy Ha b5

9TaXe U 'y MEHd 3a OKHOM
TaKHne COCYJIbKH

BUCAT, HO

CaMOCTOSITEJILHO, s JIMYHO,
couBaTh Ooioch.; Harambs, a
Ber He mgymaere, UTO IE€pCOHA
bonTcs

3apa3nuTbCsAa qepe3

mereil m ux pogureseii???

I am afraid to break down ici-
cles; <...> the staff are afraid to
get infected through children
and their parents

Dependent clause

He Oourech 4YTO HOKJIOHUKN

Bricoukoro Bac rmoopror?

Aren’t you afraid to be beaten
up by (his) fans?

Jmvurpnit, a Tex KTO JieTaeT

<...> and do you like those who

Pronoun followed by

dependent clause no jgoporamM, Kak B <...> | rush along the roads <...>

JKaJIeHbIi, He TJsJd Ha

nemexoaHble I1epexobl, TblI

JI06uIn?

The gerund constructions are also known as those that carry a syntactic zero of the subject of
the action (coreferent to the subject of the main predicate) , and LLM can establish such a
zero subject in our texts.

We have to consider particular cases that LLM performs incorrectly. It concerns 1st and 2nd
person pronouns and syntactic zeros, which are rather deictic than anaphoric, i.e., they do not
need to be replaced by nouns from the text, as their referents are the Speaker and the Listener,
marked by corresponding personal pronouns. See LLM failures in Tab.

On the other hand, LLM does not operate with classic anaphoric 3rd person pronouns, they
are left without their context referents: Kamepuma, ny da, mv. €ro npocmo ouens arobum (we love
him very much); Ho mne ato ne npasumes (But I don’t like it); Hamaau, oHu xax ozhs 6oamcs
obaacmuyro orcun uncnexyuto (they are afraid of the local housing inspectorate). Probably,
it happens for the reason that their referents are cut away in the process of text syntactic
segmentation and therefore stay behind the frame of the sentence analysed. In general, as far as
grammatically complicated cases are concerned, the advantages of the great performance of our
method are complemented by the disadvantages of irregularity and instability of performance.
Someone can still not entirely rely on the decisions of LLM. At the same time, in comparison to all
other existing methods for automatic SRL for the Russian Language at scale, LLMs demonstrate
the highest accuracy and robustness to linguistic phenomena.
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Table 4. LLM prediction of Experiencer for syntactic zeros

Predicted

from

Meaning

Text

Translation

Syntactic zero

Form of the

Personal
pronoun 2

Ksu, ny xoporrto aro srrobure

He crpamunrech, mue Toxe

It is good @ love
@ Don’t frighten

paradigmatic verb, Vog .
listener HEYYITHO U JYIIEBHO M COILIN
Bor OT JIBIM& YK€ IOIILIN.
Bor Tarbsana, y2kacaiicss gaubiie | <...> & be horrified
Thor again (= don’t stop be-
ing horrified)
Syntactic zero Form of the Personal Anexcangp, TopKO  4TO | @ also am afraid al-
paradigmatic verb, Vi, pronoun 1 | ckazasu, 4ro B Mockse | ready
speaker 3aKPBIThI a3pOIOPTHI
qa OONBHUYHBINA 0€3 IIOCEIeHMsI
[OJIN-KW, & MHE TO3BOHUIN
U CKa3ajy, 9TO HAJ0 WJITH B
perucTparypy u 3abuparh ero,
BOT TOXKE 3TOr0 CTPAaIIyCh
yIKe.
sl Basepa, yxke manporszxenun | & have been loving
16 mer mro6smo tBOpuecTso | graffiti art for 16 years
rpadduTu, 3TO MO3EPCTBO < o>
Syntactic zero | Vps chain of | Personal IIpuesxama B ropom B | I went to the town
anaphoric predicates pronoun 1 | gHBapcKue kauukysel, | for January vacation, @
speaker y>KacHyJach got frightened
3!
Syntactic zero | Pronoun, V,, | Bce A rTaxk, Bce yBuugeau u | Everybody saw and @
anaphoric chain of predi- Y2KACHYJINUCh. got frightened
cates
Syntactic zero | Vg construc- | ¥V mac Wnu onare nemexos BUHOBAT, | <...> as & like saying
paradigmatic tion Kak y Hac Jiro0saT ropoputh? | at our’s (=People say
that..., It is generally
said that)
Syntactic zero | Gerund - W xBaruT yxke orisjpiBarhes | & Stop taking into ac-
anaphoric Ha BCSIKUX smbepasioB, | count liberals @ being
orracasich 33JIeTh UX afraid to hurt them
Syntactic zero | Vps chain of | On Perun pasBepHyThes, | @ Decided to turn
anaphoric predicates, das 3aTeM i Hero BHe3amHo | around, then suddenly
He20 pronoun nosiBuIack Mammna (koropas | for him a car appeared,
ero mourn Jiornana), B | finally @ got afraid
UTOTE€ HCIYTAJICH, [TOTEPSLI
KOHTPOJIb H&JI YIIPABJICHUEM.
Syntactic zero | V3s chain of | Mapc Mapc ) cambiii  muutenit | Mars the nicest little fat
anaphoric predicates nyxjsgm  uHa 3emite, cymep | kid on the Earth, very

JIACKOBBI U JIFOOUT CUJIETH

Ha pyvKax

sweet and O loves sit-

ting in the arms
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Table 5. LLM predictions for 1st and 2nd person pronouns

Predicted Predicted Functioning | Text Translation
pronoun from
2" person pro- | Brragumup Wrong Bagmmup, a | Vladimir, and do
noun sam BaMm HpaBurtcd, | you like <... >
KOIJ[a Bac C KeM
CpaBHUBAIOT?!
15 person pro- | Asexcanap Wrong Anekcanp, Alexander, I like
noun Mme COTBI mHe | honeycombs
MOHPABUJINCH
15t person pro- | Mo Right CeiHOK, MBI TeOs | Sonny, we love
noun Mat oueHb Jrobum!!! you very much
Syntactic zero | Basepa Wrong Banepa, yxke | Valera, & have
(4) Hanpotskennn 16 | been loving graf-
JIeT arobstio | fiti art for 16 years
TBOPYECTBO
rpaddurn, a
9TO TO3EPCTBO

Conclusion

We presented a novel approach to semantic role labeling for Russian emotion predicates using
large language models with few-shot learning. Our method demonstrates that LL.Ms can achieve
significantly better performance than traditional supervised approaches, with Claude 3.7 achiev-
ing 74.85% F1 score on partial matching compared to 22.67% for the RUELECTRA baseline. For
general predicates on FrameBank, GPT-5 Mini reached 85.0% F1, substantially outperforming
the previous state-of-the-art of 80.1%.

The method successfully handles complex linguistic phenomena, both specific to Russian and
natural to various languages in general, including syntactic zeros, anaphoric references (less than
others), multi-word arguments, and clausal structures. LLMs demonstrate remarkable capability
in identifying emotion arguments even in challenging social media texts with interrupted elements
and irregular constructions. However, the approach shows limitations with certain anaphoric
3rd person pronouns and occasionally produces arbitrary segmentation of long noun phrases.

Future work should address the stability of predictions across different predicate types and
explore hybrid approaches combining LLM reasoning with structured linguistic knowledge. The
development of larger annotated corpora for Russian emotion predicates remains critical for
advancing the field. Additionally, the study of cross-lingual transfer learning could leverage re-

sources from morphologically similar languages to improve coverage of rare semantic roles.
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The study addresses the problem of automatic extraction of argumentative structures in
scientific communication texts in Russian. Such texts are characterized by a branched logical
structure, including distant references and interrelations. To address these complexities, recent
methodological advances attempt to leverage the text itself as a contextual foundation for ex-
tracting connections. This study presents a generative approach for extracting argumentative
relations, reframing the prediction task as a problem of generating marked-up text and making it
an end-to-end approach, rather than the traditional pipeline. Two Russian-language corpora were
used in the experiments: the translated corpus of microtexts ruMTC and the annotated corpus
of scientific communication texts ArgNetSC. A comparative analysis was conducted to evaluate
the performance of T5 architecture models trained with supervised fine-tuning (SFT) and Large
Language Models on various Russian-language datasets. To facilitate the analysis of long texts,
a text segmentation method using a sliding window was proposed. The evaluation revealed that
the highest performance in argumentative relation extraction was consistently achieved on the
corpus of microtexts. Notably, the smaller models fine-tuned using the SFT method and large
language models that were prompted to generate marked texts demonstrated comparable perfor-
mance (F1 ~ 0.32 — 0.37). For larger texts, however, this trend did not persist, as the FRED-T5
model outperformed all other models with Fi ~ 0.23 on texts related to the genre of scientific
articles.

Keywords: argument mining, document-level argument relation prediction, long-range argu-
mentative relation, text2tert generative language model, scientific communication.

Introduction

One of the important areas of research in scientific communication, represented by scientific
and popular science texts, is the study of the logical organization of reasoning that presents and
substantiates the author’s position from various points of view. In the process of such reasoning,
in order to convince the audience, arguments formulated in the form of premises and conclusions
are given in favor of or against the thesis under consideration. The author not only proves
some positions through logical reasoning, but also mentally debates with an opponent, modeling
possible counterarguments. In this case, a separate argument can act as an initial premise for
constructing a new argument, and its conclusion is often used as a justification for another
statement. In addition, different arguments can have common premises or conclusions. As a
result, they all turn out to be interconnected and form a holistic system that can be represented
as an argumentation graph.

Solving problems in the field of argumentation mining requires text corpora with annotated
argumentative structures. In recent years, there has been an increase in the volume and diversity
of annotated data, but most works are limited to using a few of the most well-known and widely
used corpora, according to . Less popular datasets, unfortunately, are often ignored. This
is due, first of all, to the desire to compare new methods with existing ones based on uniform
benchmarks. However, as the authors of the study note, such a practice is often criticized, since

the benchmark data does not always reflect the features of real texts in terms of topic and genre.

LA.P. Ershov Institute of Informatics Systems, Novosibirsk, Russian Federation

2025, Vol. 12, No. 3 47


https://orcid.org/0000-0001-8731-3058
https://orcid.org/0000-0002-7371-1087
https://orcid.org/0000-0001-6191-5632
https://orcid.org/0000-0001-5057-6807
https://orcid.org/0000-0001-8275-4700
https://orcid.org/0000-0002-7111-6524

Document-Level Approach to Extracting Argumentation Structures from the Russian...

Not only the language and topic of the text, but also its volume can have a significant impact on
the process of extracting argumentation, as the length of the possible argumentative connection
increases, hence the number of pairs of statements that can potentially be related.

The largest amount of argumentatively annotated data is available for the English language,
while datasets for intellectual analysis of argumentation in Russian are extremely scarce. The
following datasets are known for the Russian language:

— Argumentative Microtext Corpus (ruMTC) — a corpus of argumentative essays translated
into Russian, with the original argumentative annotation automatically transferred from
the original texts ;

— RuArg-2022 — a corpus of comments from users of the VKontakte social network on news
texts about COVID-19 [14]; the annotation model belongs to the APE (Argument Pair
Extraction) class, where for a given thesis, supporting and attacking statements are found
in different texts; in this corpus, a set of statements is specified, each of which is marked
as «for», «against» the thesis, or has a neutral status;

— ArgNetSC — a corpus of scientific communication texts annotated on the ArgNetBankStu-
dio resource based on D. Walton’s model being the traditional model of argumentative
markup.

While the first two corpora contain rather short texts with contact or short-distance relations
between statements, the third corpus contains longer texts as well, that are distinguished by
greater structural-content complexity determined by the organization and logical connection of
their parts. Scientific communication texts are characterized by a branched logical structure,
with the presence of distant references and long-distance relations between content elements.
At the same time, argumentative relations are implemented at the level of the entire text, and
not only within a sentence, adjacent sentences or paragraphs. To take into account such long-
distance relations, Document-Level approaches have recently been actively developing, which use
the entire text as a context for finding connections.

In this paper, we propose to use a generative approach to solve the Document-Level Ar-
gument relation prediction problem, which, firstly, solves the relation prediction problem not
as a classification problem, but as a problem of generating marked-up text, and secondly, uses
an end-to-end approach to Argument Mining (E2E-AM) instead of the traditional pipeline ,
in which argument analysis is divided into separate modules trained and applied sequentially.
Unlike pipeline frameworks, end-to-end frameworks jointly optimize all subtasks by studying
global characteristics and dependencies, which allows us to obtain a holistic view of argument
structures. In this paper, we focus on the following research questions.

RQ1. What is the quality of the solution of the End-to-End Argument Mining problem using
the Document-Level approach implemented as a text generation task?

RQ2. How does the genre and volume of the text affect the quality of argumentation extrac-
tion?

We conducted comparative experiments on two Russian-language datasets: a) the Argumen-
tative Microtext Corpus in Russian (hereinafter — ruMTC), obtained by manually translating
the first part of the corpus of the same name from English , and b) the ArgNetSC corpus of
scientific communication in Russian .

The article has the following structure. Section is devoted to a review of the scholarly
literature on the research problem. Sectiondescribes the datasets used in the study and the
data preparation. Sectionpresents the experiment and its result and provides an analysis of
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common errors. In Section the results are discussed. [Conclusion|summarizes the study and

points directions for future work.

1. Related Work

The main task of argumentation analysis is to extract argumentatively related statements
from the text based on formal models. The formal argument model proposed by Toulmin in
his work includes 6 components. But in practice, simplified representations of the argument
structure are used for data annotating, including 2 components — premises and conclusions. Thus,
the argumentative structure can be represented as a binary relation linking a pair of statements,
one of which (premise) supports or refutes the second (conclusion).

There are many datasets, in which such relations were annotated: IAC , NoDE (Natural
language arguments in online DEbates) , UKP-PE , RuArg-2022 , etc. The Argu-
mentative Microtext Corpus and its Russian-language version were annotated following
more complex schemes, reducing, however, the complex arguments to sets of binary relations.

Typically, each corpus consists of texts of a specific genre. For example, the CDCP corpus
is used to analyze legal documents, the AbstRCT corpus — for medical-related research,
and the DrInventor and SciDTB corpora are used to analyze scientific publications and
abstracts, respectively. The UKP-PE corpus of short essays is widely known.

The standard solution of argumentation analysis is to build a pipeline that sequentially
solves the following problems: identifying argumentative segments (ADUs), establishing the
ADU type, determining the argument type and establishing relations between ADUs . To
solve these problems, BERT and BERT-based models are traditionally used . When
extracting argumentative relations at short distances (if the premise and conclusion are within
the same sentence or in adjacent sentences), the use of discourse markers and argumentation
indicators , rhetorical relations |2| contributes to improving the results, but they are of little
help when extracting long-distance relations.

Recent document-level approaches fall into several categories: sequence labeling methods
(e.g., BIOLabel ); global context methods that capture document-wide information through
question-answering frameworks (DocMRC ) or memory mechanisms (MemNet @), generative
methods that use sequence-to-sequence models (e.g., BART-Gen ) for argument extraction,
ete.

In general, the pipeline approach has been criticized: pipeline experiments, in general, suffer
from the fact that error propagation occurs not only within each step, but also from one to an-
other; the inflexibility of the models used is also noted . In this regard, alternative approaches
have recently been developed: end-to-end argument extraction methods based on a network ar-
chitecture built on a biaffine parser and the use of Text2Text generative models . In ,
an approach based on a biaffine dependency parser was applied to Russian-language texts, which
also used rhetorical trees to clarify the boundaries of ADUs.

The idea of considering the AM task as a text generation task arose from related areas of
NLP. Thus, the Translation between Augmented Natural Languages methodology
uses a pre-trained T5 encoder-decoder model, which has proven its effectiveness in the tasks of
extracting relationships between entities, resolving coreference, constructing RST structure, etc.

In recent years, with the growth of pre-training methods, the development of a unified
generative structure for solving a variety of tasks within a specific field has attracted increas-
ing attention @ : solving various subtasks of named entity recognition, information
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extraction, tonality analysis and other areas, such as understanding dialogue and multimodal
referencing. The paper |4| presents a unified generative platform (UniASA) adapted for various
tasks of structured argument analysis: a) E2E-AM Task, b) Argument Pair Extraction (the task
is designed to extract pairs of arguments discussing the same point from two interrelated docu-
ments), ¢) Argument Quadruplet Extraction (sentence-level, four-component argument structure
used mainly for discussion analysis).

Our work extends a similar approach to E2E-AM by applying it to a Russian-language
dataset, characterized by a more complex conceptual and argumentative structure. This adapta-
tion necessitated several key modifications: the development of a novel text annotation scheme,
an investigation into the significance of argument sequencing — a problem salient in longer texts
that remains unaddressed in prior literature — and the segmentation of lengthy texts into chunks.

2. Datasets

Two annotated text corpora were used in the study: 1) ruMTC — the first part of the English
language Argumentative Microtext Corpus translated into Russian and 2) ArgNetSC — the
annotated corpus of scientific communication texts.

The corpus of microtexts is widely known and is often mentioned in studies on automatic
argumentation analysis. It includes 112 texts (576 sentences) on various topics up to 10 sentences
long. Each ADU (in this dataset, each sentence is an ADU) is labeled as supporting or disputing
the main thesis of the text; statements are organized into a graph with the following relations:
«support», «rebuttal» (attack to an ADU), «undercut» (attack to a relation between statements),
«additional» (for combining multiple premises) and «example» (support by example) .

A subset of 160 texts was selected from the ArgINetSC corpus — a Russian-language cor-
pus with complex argumentative markup. This dataset comprised short and medium-length
texts from three subgenres: 30 popular science news texts (News), 30 academic paper reviews
(Reviews), and 100 full-length academic papers (Articles). The inclusion of texts with consider-
able non-argumentative content was found to introduce noise, as they were causing argument-free
chunks. Consequently, such texts were systematically filtered out during the dataset compilation
process. The length of the texts and the specifics of the genre and topic determine the pres-
ence of long-distance argumentative relations, i.e. links between statements that are at least one
paragraph apart. The average span of these relations was 330, 502, and 793 characters for the
three subcorpora, respectively, notably exceeding their average paragraph lengths (188, 240, and
301 characters). Identifying such relations presents a significant NLP challenge, as the candidate
pair space grows combinatorially and grammatical mechanisms become less effective over long
distances. Russian-language corpora with argumentative markup, presented in Tab. were used

to prepare the data.

Table 1. Data statistics

Corpus Number Mee.ln text Mean number Mean number Mean number
of texts length (in symbols) of words of sentences of arguments
ruMTC 112 446 61 4 4
Reviews 30 2860 356 19 20
News 30 4105 521 28 34
Articles 100 9431 1165 63 54
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Argumentative relations were simplified in the manner shown in Fig.|1|for training data
preparation. Each relation R with more than one premise was decomposed into simple binary
relations linking each of the premises p1,...,p, with a conclusion C' of the same type R. Each
relation between a statement and another argument was replaced by a relation between the
statement and the premises of that argument. A simplified argument structure was adopted to
establish a baseline, reducing model complexity. While such an approach may lead to a risk of
overlooking certain high-order relations, we believe it provided a necessary foundation for future

work.
(2 ] R : |:"> R > E]
R > )
Ry : Ry :E]
= >
Ry R >

Figure 1. Transformation of a complex argument structure into binary relations;
P — premise, R — relation, C' — conclusion

When making datasets, we developed a specialized annotation scheme, enclosing the struc-
tural elements of arguments with special tokens (Fig..

Special tokens <arg_s> and . .
-~ Supporting argument Argument a8 is an
<arg_e> denote start and . ;
iy relationship attack to an ADU
end of an argument

) SPECia| token [SEP] |<aid>a7< aid><7oh>V3HauanbHO MBI HEJIOOLEHUBAEN/OHEPro3arparsl B OBITY, CYMTas 3TO
indicates the boundary «HIYeM. </adu>|support| Kadd[105TOMy HaM KaXeTCsi, 4TO £/ 32 CTOJIOM «MbI HHYETO HE JelIacMy.
between arguments He paccmaTpuBaeM U HE OLIEHUBAR™ IONLEMBI CO CTYJIA aTaHus MO KOMHATE BO BpeMsi KOH(KOILIA,

KaK KaKyr-TO aKTHBHOCTb. </adu
[SEP]

<aid>a8</aid>><adu>IlosTOMy HaM K@AKeTcsl, 4TO CHJII 3a CTOJIOM «MbI HHYETO HE JETacM».
He paccmarprBaeM 1 He OLICHHBAaeM MOABEM CO CTy/la M IIATaHHs MO KOMHATe BO BpeMs KOH(KOIIA,
KaK KaKyl0-TO aKTUBHOCTb.</adu adu>A 1o (dakTy HETPEHMPOBOYHAS AKTUBHOCTH —
HanboJee sHepro3arparTHas crarbs. </adu>

Figure 2. An example of a text annotated using special tokens

ADU boundaries were marked with the tags <adu> and </adu>. The type of argumenta-
tive relation was marked with the symbols | (pipe). Two types of argumentative relations were
considered: support and attack. The order of arguments in reference markups is of significant
importance. It was observed that if the order of arguments in the markup differed from their
order in the text, the model did not learn well. In the current study, arguments in the marked-up
text are arranged in the order in which the premises of these arguments appear in the text.

3. Experiments

The experiments were conducted using the generative approach, allowing various argument
mining tasks to be viewed as the task of generating a set of arguments. The study included a
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comparative evaluation of small Th-based models trained using SF'T, as well as Large Language
Models (LLMs) from the GPT family, across different datasets.

3.1. Implementation

Pre-trained language models supporting Russian language were used in the experimental
study.

1. mT5-base (Multilingual T5, 580M) is a multilingual model based on the T5 architecture;

2. ByT5-base (582M) is a modification of T5 that does not use a tokenizer and works directly
with UTF-8 bytes; this model can handle any language, is more robust to noise (e.g., typos),
and is easier to use because it does not require additional preprocessing;

3. FRED-T5-large (820M) is a model for Russian language based on the T5 architecture;

4. Gemma 3 (27B) is a multilingual and multimodal LLM that supports long context and
vision inputs;

5. gpt-oss: 20b/gpt-0ss:120b are LLMs, which are considered good for performance-
efficiency trade-off; particularly the gpt-oss-120b model, which performs comparably to Ope-
nATl’s proprietary o4-mini on many benchmarks, while the smaller gpt-oss-20b competes with
03-mini.

We employed SFT to train models of the T5 architecture. The training was conducted over
20 to 50 epochs, utilizing a starting learning rate of 5 x 10~%. To process lengthy documents from
the News, Reviews and Articles datasets, a sliding window algorithm was employed for seg-
mentation. This method generated overlapping chunks without regard for inherent textual units
(e.g., sentences or paragraphs). The annotated text’s length, averaging twice that of the source,
dictated a maximum chunk size of half the model’s context window. Therefore, the mT5-base
model that is pretrained on 512-token sequences, was fed 256-token chunks, and the FRED-T5
model (4096-token context) received 512-token chunks. A larger chunk size for FRED-T5 was not
possible due to limited computational resources. Annotations for a chunk were derived only from
arguments fully contained within it, which led to the expected loss of long-range or oversized
relations. This loss was measured at 21% for the 256-token chunking strategy and 7% for the
512-token strategy.

For the experiments with LLMs, texts were also divided into chunks, which, unlike the
previous experiment, were aligned along sentence (paragraph) boundaries. This allowed to ex-
clude incomplete contexts that may introduce noise from the source data for prompt. Note that
both LLMs were employed in a zero-shot setting. The experiments were conducted locally using
Ollama, the temperature was set to 1.0. Figure 7?7 shows the prompt template.

The prompt included the role specification that limited the subject area, problem statement
and detailed description of the structure of the expected response. When analyzing the results
of LLMSs, a number of features were identified that allowed us to adjust the prompt.

— The model tended to paraphrase the original text. To counter such behavior we added the
following requirement to the description of each component of the markup structure: Must
be an exact quote from the text. Do not paraphrase!l!.

— The model tended to pay attention only to the main thesis and directly related arguments,
so we also added the following requirement: You must mark up all the text. There should

be no fragments of the text that are not present in the argumentation graph.
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Role specification ~ You are an expert in analyzing argumentation
You extract the argumentation in the following CORRECT FORMAT:

Task Description

<arg><aid>IDENTIFIER</aid> <adu>EVIDENCE</adu> [TYPE_OF_RELATION]|
<adu>CLAIM</adu></arg>
Where:
<aid> is an unique identifier, for example r0, rl,etc.;
<adu> are argumentative units (parts of sentences, clauses or whole sentences)
which must be an exact (!!!) quotation from the source text, without paraphrasing or
changing words.
EVIDENCE is a statement that serves as the basis for an argument, contains facts,
Description of the  Observations, data, rules, or principles.
format and It must be an exact quote from the text. Do not paraphrase!!!
argument model  CLAIM is a thesis or conclusion that logically follows from a premise. It is the
result of reasoning.
It must be an exact quote from the text. Do not paraphrase!!!
Not only the main thesis of the document, but also any intermediate conclusions or
statements based on EVIDENCE can be selected as CLAIM.
TYPE_OF_RELATION — support or attack.
Multiple arguments are separated by [SEP].
Result The result should be a coherent argument graph where all premises and theses are
description logically related to each other.
The entire text must be marked up. There should be no text fragments left that are
not present in the argument graph.
EVIDENCE must not be the same as CLAIM in one argument.
CLAIM can act as EVIDENCE in other arguments.
Be careful, CLAIM and EVIDENCE can be in different parts of the text.

Additional notes

Figure 3. The prompt template for argument extraction

3.2. Results

Tablesummarizes the results of the conducted experiments. We utilized Precision (Pygy,),
Recall (Ryqy), and F'1 score (F'1,4,) as evaluation metrics for ADU Extraction part and F'1-score
for extraction of unlabeled (F'1l,,¢;) and labeled (support, attack) relations (F'1,.). ADUs were
compared at the character level using the Dice coefficient (equivalent to the Fy score), and partial
matches above a predefined threshold (equal to 0.8) were considered correct.

For the SFT experiments, the data were randomly partitioned into training, validation,
and test sets, comprising 72%, 8%, and 20% of the total data, respectively. To ensure statistical
robustness, this procedure was repeated across 10 distinct stratified splits (folds) for each dataset,
and a full training-validation-testing cycle was conducted on each fold. LLM-based experiments
were conducted on the test sets of each fold. The results, reported in Tab.|2| are presented as
the mean performance across all folds with a 95% confidence interval.

The ByT5 model was applied exclusively to the ruMTC-based dataset. Operating directly
on UTF-8 bytes without a tokenizer caused the attention tensor to expand rapidly, which — given
available computational resources — precluded its application to longer texts from ArgNetSC.

As it can be seen from the results, the highest result of the SF'T approach was obtained on
microtexts of the ruMTC corpus. Small sizes of both source and marked-up texts allowed to fit
them completely into the context window of the model without information loss. This can also
explain the lack of quality improvement for this dataset in argument extraction when moving to
a larger model (mT5 vs. FRED-T5).

LLMs applied to the ruMTC data demonstrated performance comparable to that of fine-
tuned models. The highest performance for extracting argument relations (without type classi-
fication) was achieved by the gpt-oss-120b model (F'l,.¢; = 0.42). When relation types were
considered, the gpt-oss-120b model performed best on the same data (F'1,, = 0.37).

On texts of other genres, the fine-tuned models performed better than LLMs, and in total
the results were expectedly lower. This may be due to both the presence of non-argumentative
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Table 2. Experimental results

Dataset Model ADU Extraction Flyre Fl,q
Podu Roau Flogu

mT5-Base 0.86£0.02 | 0.78£0.03 | 0.81£0.02 | 0.39£0.03 | 0.32+0.03
ByT5-Base 0.85£0.01 0.64 +0.03 0.72 +0.02 0.24 +0.02 0.174+0.02
FUMTC FRED-T5-Large | 0.92 £0.03 | 0.91 +£0.02 | 0.91 +0.03 | 0.38 £ 0.06 0.31 +£0.05
gpt-oss:20b 0.77£0.05 | 0.75+£0.04 | 0.74£0.04 | 0.33£0.05 | 0.29+0.04
gemmad:27b 0.86 = 0.03 0.82 £0.03 0.84 +0.03 0.34 £ 0.04 0.30 £0.03
gpt-0ss:120b 0.80 = 0.03 0.82 +0.02 0.814+0.03 | 0.42+0.04 | 0.37£0.03
mT5-Base 0.71+£0.04 | 0.52£0.05 0.58 £0.04 0.10 £0.03 0.09 +£0.03
FRED-T5-Large | 0.70 £ 0.04 0.64 +0.05 0.654+0.04 | 0.19£0.03 | 0.18 £0.03
Reviews | gpt-o0ss:20b 0.60 £ 0.03 0.56 £ 0.05 0.56 £0.04 0.06 £0.02 0.04 £0.02
gemmad:27b 0.624+0.02 | 0.78 £0.03 | 0.68 £0.02 | 0.13+0.01 0.124+0.01
gpt-o0ss:120b 0.61 £0.03 0.68 £ 0.06 0.63 +0.04 0.15£0.02 0.13 £0.02
mT5-Base 0.58+£0.05 | 0.55+0.03 | 0.55£0.03 | 0.10£0.02 | 0.10+0.02
FRED-T5-Large | 0.64 £ 0.05 0.574+0.03 | 0.59+0.03 | 0.14+0.01 | 0.13+0.01
ArgNetSC News gpt-0ss:20b 0.49 +£0.03 0.454+0.03 0.46 +0.02 0.07 £ 0.02 0.06 £0.01
gemmad:27b 0.66 £0.03 | 0.49£0.01 0.55 +0.02 0.114+0.03 0.114+0.03
gpt-o0ss:120b 0.59£0.03 | 0.59£0.02 | 0.58£0.02 0.13£0.03 | 0.13+0.03
mT5-Base 0.70 £0.04 | 0.43£0.06 0.51+£0.05 | 0.11 £0.007 | 0.10 £ 0.006
FRED-T5-Large | 0.70£0.04 | 0.83 £0.01 | 0.74 +0.02 | 0.25 £0.01 | 0.23 £0.01
Articles | gpt-oss:20b 0.47+0.01 0.62 £0.02 0.52£0.01 0.08 £0.01 | 0.08 £ 0.005
gemmad:27b 0.73+£0.04 | 0.61£0.07 0.66 +0.05 0.22 +0.03 0.174+0.03
gpt-oss:120b 0.544+0.02 | 0.83+0.02 | 0.65=+0.02 0.12£0.01 0.11 £0.01

zones and the loss of long-range relations and the fact that chunks often did not correspond to
the logical structure of the text: paragraphs, sections or sentences.

The recall of ADU detection on texts in the ArgNetSC corpus improved significantly when
utilizing the larger FRED-T5 model, especially on the Articles (0.42 vs. 0.82). The average
length of an ADUs in Articles is greater than in News and Reviews, so expanding the context
window was particularly critical for processing articles. Due to the smaller context size seen
during training, some ADUs were «lost» by the mT5 model.

3.3. Analysis of Argumentation Extraction Errors

Error analysis was conducted by experts who participated in the annotation of scientific
communication texts. Tables of comparison of arguments found by models with reference ones
(type I errors) and tables of comparison of reference arguments with arguments found by the
model (type II errors) were considered separately.

3.3.1. Segmentation errors

Argumentative analysis involves identifying text fragments that make sense from the point
of view of argumentation — ADUs. In general, they are statements based on propositions. Whole
sentences are most often identified automatically. However, the analysis of manual segmenta-
tion by human annotators shows that these can be both smaller and larger fragments of text,
depending on its length and genre.

Scientific and popular science texts (i.e., in this case, the corpus of scientific communication

as a whole) are characterized by a high density of argumentation, which contributes to the per-
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suasiveness and effectiveness of the impact on the reader. However, in the experiment for various
subgenres and models, low values of recall for segmentation can be noted, i.e. identification of a
lower density of argumentation compared to human annotation. This corresponds, first of all, to
a smaller volume of predicted ADUs as shown in the list below and in Tab.

1. Complex ADUs. Boundaries are set incorrectly in complex ADUs consisting of several sen-
tences.

2. ADUs representing the source of information. Segmentation errors are observed in multi-
component structures denoting someone’s speech or opinion: direct speech with inserted
segment corresponding to the act of speaking X explains; reported speech or opinion Ac-
cording to X, etc. Separation of the source indicator is an absolute rule for annotators, due
to the peculiarities of the analysis of argumentation from the source (expert, witness, etc.),
while models either combine speech indicator with the main proposition, or do not isolate
such a segment at all.

3. Subordinate clauses. Subordinate clauses connected to the main clause by means of a sub-
ordinate conjunction or a conjunction word where, what, because, as a result of what, since,
etc. are not distinguished into independent ADUs — in this case, the correctness of the seg-
mentation is determined by the semantics of the conjunction/conjunction word (usually a
cause-and-effect relationship).

4. Nested phrases. Independent ADUs do not include embedded phrases that represent a com-
parison or exemplification of the situation in the main sentence.

5. Incomplete Propositions. Collapsed propositions represented by prepositional constructions
with a substantive predicate (verbal noun) are not distinguished as independent ADUs.

6. Discontinuous structures. There is a lack of identification of discontinuous structures, the
necessity of which is demonstrated by the example in Tab. [3| (it also presents the above-

mentioned errors related to exemplification and collapsed proposition).

Table 3. Examples of segmentation errors.

Labels (a), (b), etc., denote the ADUs comprising the fragment

Error type

Expert segmentation

Model segmentation

Complex ADUs

There are many methods for detecting a mask on
the face, and most of them are a combination of
other methods. But they can all be divided into two
categories

But they can all be divided into two categories.

ADUs represent-

ing the source of

(a) This is a compelling, evidence-based case for
freshwater fishing at the end of the last ice age, (b)

This is a compelling, evidence-based case for fresh-
water fishing at the end of the last ice age

information — Potter noted
Subordinat (a) AR devices are the future of surgery, (b) because | AR devices are the future of surgery, because they
ubordinate

| they can significantly reduce the number of medical | can significantly reduce the number of medical er-
clauses

errors, (¢) and they can also be used to teach surgery

rors, and they can also be used to teach surgery

Nested phrases

(a) and they can also be used to teach surgery, (b) as
the sports medicine specialist from Aglaya, Christo-
pher Heading, did.

and they can also be used to teach surgery, as the
sports medicine specialist from Aglaya, Christopher
Heading, did.

(a) Mennonite dialects are generally recognized as

(a) Mennonite dialects are generally recognized as

Incomplete German, (b) however, due to their constant migra- | German, (b) however, due to their constant migra-
Propositions tion to regions with other languages or German di- | tion to regions with other languages or German di-
alects, (¢) a simple mention of this is not enough. alects, a simple mention of this is not enough.
(a) the ancestors of the indigenous people of this | the ancestors of the indigenous people of this re-
Discontintous region, many of whom still depend on freshwater | gion, many of whom still depend on freshwater fish
ctructures fish (b) (salmon, for example) (a) may have started | (salmon, for example), may have started subsistence

subsistence fishing (c) in response to declining food

resources during long-term climate change.

fishing in response to declining food resources dur-

ing long-term climate change.
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3.3.2. Errors of argument relations extraction

The analysis of the false positive and false negative responses of the models showed the
following reasons for the incorrectly extracted relations.

Common causes. Expectedly, the facts explained by the causes of false results common
to AM tasks were found: proximity in the text of clauses and sentences combined into one pair
(one or neighboring sentences); lexical and semantic similarity (presence of the same words and
synonyms in the statements of a pair); presence in a pair of relations similar to argumentative
ones but not being them.

Technical reasons for false positive responses. The use of a generative approach led
to the appearance of false positive results due to incorrect segmentation; this type of results also
included pairs of statements that, in the expert annotation, are connected by an argumentative
relation, but indirectly, through other statements.

Peculiarities of recognition of typical reasoning models (schemes of argumentation). The
analysis of true- and false-negative responses revealed that the SF'T approach has a greater
coverage of schemes that are recognized with a quality greater than 10% than the LLM approach —
12 vs. 9. In general, the pairs realizing the Example and Cause to Effect relations are well
recognized by the largest number of models on the largest number of subcases.

The relations Expert Opinion, Part to Whole and Sign are recognized in some cases most
well (up to 28%), in other cases very poorly (up to complete absence of true positives).

Ezxpert Opinion. This scheme is well recognized on the News subcorpus by SF'T models;
both LLM models for the same subcorpus and mT5 models for the Articles subcorpus per-
formed poorly. The low results are unexpected, since our previous experiments, which solved the
problem of binary classification of pairs of statements, showed high results for this scheme (up
t0 F'1,¢0=0.89). The analysis showed that the errors are related either to insufficient explication
of the argument components or to insufficiently detailed segmentation performed by the models.

Part to Whole. This relation is well recognized by the FRED-T5 model, but the other
models perform poorly. The scheme contains two premises and a conclusion: m is a species (part)
of n; m has property G — n has property G. The errors can be partially explained by the fact
that experts use the Part to Whole scheme as a transitive rather than argumentative scheme
when marking up the text, in order to preserve the integrity of the graph. Therefore, an isolated
pair of sentences out of context may not contain argumentation, and the models naturally fail
to detect it.

Sign. The Sign relation is well recognized by LLM models and poorly by SFT models,
including FRED-T5. This reasoning model also has three components: B is generally indicated
as true when its sign, A, is true; A (a finding) is true in this situation — B is true in this
situation. False negative examples of this scheme, as a rule, had no explicit relation indicators, or
the indicators are polysemous (may indicate not only argumentative relation: e.g., parenthetical
explanations, markers associated with, since), or the segmentation of annotators is too fractional,
and the selected segments are not informative enough for models. Another possible cause of errors
is the simplification of arguments during data preparation, which made an isolated premise
statement insufficient to support the conclusion.

Negative Consequences. In examples implementing this reasoning model, the models
most frequently make errors in determining the type of relation (support or attack). This is

because in the AIF ontology this scheme is supporting (If A is implemented, bad consequences
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are likely to occur — A should not be implemented), but due to the implicitness of some reasoning
components, this scheme is more often implemented as attacking.
Tabledemonstrates examples of the above-described errors made by the models in extract-

ing argument relations.

Table 4. Examples of Argument Relation Extraction errors.

FP denotes False Positives, FN denotes False Negatives

Error type

Errors in Argument Relation Prediction

Comments

Incorrect segmentation

(FP)

(a) There are inaccuracies in the article, |attack|

(b) 5) There are inaccuracies in the article,

Pairs of identical statements have been merged, ei-

ther in full or truncated form.

Incorrect segmentation

(FP)

(a) 5) The article |support| (b) The material of

the article raises a number of questions:

The statements correspond to pairs from the ref-
erence dataset, but one of the statements is trun-

cated.

Mediated argument re-
lation (FP)

<arg><aid>r6</aid><adu> Since the main goal
of our research was to compare the obtained results
with the data presented in the «Russian Associative
Dictionary»</adu>|support|<adu>In this study,
the free association experiment was used as the
main method, in which the respondent is re-
quired to give an unrestricted response to a stim-
ulus word in the form of a response word or

phrase.< /adu>< /arg>

In the expert annotation, the pairs of statements
are mediated by others; in this example, the state-
ment reports an intermediate research objective:
The focus of the research interest was on iden-
tifying, within the mini-group, matches with the
most frequent responses recorded in the lexicographic

source.

Relation similar to ar-
gumentative ones but
not being them (FP)

(a) The author has collected interesting material
(the corpus of examples found in each translation is
given in the article), but limits himself exclusively
to its quantitative analysis, presented in two tables.
|[support| (b) The reviewed article is devoted to the
study of archaisms and historicisms in five Russian
translations of The Song of Roland.

The candidate premise is a detail of the candidate
conclusion

Peculiarities of Part to
Whole reasoning model

(transitive scheme, FN)

(a) The ATTECK Matriz for Enterprise informa-
tion security threat assessment methodology has the
following merits <...> |support| (b) It helps to
understand what tools attackers use, to familiar-
ize with their techniques and tactics. |[support| (c)
This knowledge allows predicting the likely point of

entry into organizations.

Statement (b) is not a premise to statement (a)
because it clarifies rather than proves it, but since
statement (c) supports (b), the link between (a)
and (b) is necessary to demonstrate the support for

statement (a) by statement (c) in the graph.

Peculiarities of Sign

reasoning model (FN)

(a) No clarity in the interpretation of the term «lan-
guages. (b) In the first sentence of the abstract we
read: <«one of the Germanic languages», which is
known «in the world» as «Lower Germanic lan-
gquage (22?) (dialect???) of the Mennonites». (c)
Below it is labeled as «vernacular» for both Siberian

and Canadian Mennonites.

Thesis (a) is supported by two premises (b) and (c).
Together (b) and (c) are able to prove the thesis,

but separately they are insufficient to support (a).

Peculiarities of Neg-

ative Consequences
reasoning model (Incor-

rect Relation type)

(a) However, when dealing with large amounts
of data, training diffusion models can be time-
consuming and require large computational re-
sources |attack| (b) Generalizing, diffusion models
allow generating an image from a textual descrip-
tion by sequentially varying the noise in pizel space.

If we explicate all the statements, the first fragment
should be divided into two: (1) However, when deal-
ing with large amounts of data, training diffusion
models may not be appropriate (conflicts logically
with the second statement) and (2) It can be time-
consuming and computationally intensive (support-
ing premise to statement (1)). Thus, the model has
generated a markup with a correct label, but it con-

tradicts the «reference»markup.

4. Discussion

RQ1 discussion. In most cases, the generative approach to argument extraction shows rather
low results on Russian-language texts, which is generally consistent with the work of other
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researchers. For example, in on the English-language MTC corpus the F'l,.; score is 0.35,
while on the Russian-language ruMTC corpus in our experiment F'1,. = 0.37.

On the positive side, a comprehensive analysis of the whole text through the chunking
mechanism allowed us to include about 98% of all argumentative relations. Some problems arise
at the boundaries of the chunks due to the arbitrariness of text partitioning, and aligning the
chunk boundaries to the boundaries of sentences/paragraphs leads to an unstable context window
size in the training sample, which has a bad effect on model training.

RQ2 discussion. The analysis of the dependence of the quality of argument extraction on the
text length shows that such correlation takes place only for ultra-small texts, when it is possible
to fully place the text in the context window (ruMTC vs. ArgNetSC). On texts larger than
one chunk this ceases to play a significant role. For larger texts, genre features seem to play an
important role, in particular, the complexity and type of argumentation used, the coverage of the
text with argumentation, the size of the argumentative statement, etc. Thus, the experimental
results show better performance when analyzing scientific articles than on other subgenres of the
ArgNetSC corpus, despite their larger size (see Tab. . This can be explained by the fact that
scientific articles have a stricter organization of the presentation of the material. In addition,
there is less complex argumentation in this sub-corpus (in the Articles, 21% of binary relations
are obtained as a result of simplification, in Reviews — 25%, and in News — 26%), so errors
arising from the simplification of such argumentation are less frequent in this corpus.

Conclusion

The main goal of the study was to test new document-level generative approaches for solving
the problem of argumentation analysis and long-range argumentative relation extraction.

Experiments conducted on Russian-language data showed that the highest results were
achieved on microtexts, with small models fine-tuned with SFT showing approximately the same
quality as large language models running on a specialized prompt. However, for large texts of
scientific genres, this trend does not hold and the best results are obtained with the trained
FRED-T5 model.

To analyze long texts, a technique was proposed to segment them into chunks by a sliding
window. The size of the chunk depended on the context window of the model used. This approach
guarantees consideration of relations «fittings into such a window.

The main types of errors that reduce argument extraction performance were identified: errors
related to segmentation, to establishing an argument relation between two ADUs, and to deter-
mining the type of relation. The models often fail to recognize ADUs consisting of more than one
sentence, presenting subordinate clauses, comparative turns, explanatory turns with examples,
discontinuous structures, and indications of the source of information. The errors in establishing
an argumentative relation between statements occurred both due to segmentation errors and
general quality-reducing factors (lexico-semantic similarity, contact of statements between which
a relation is falsely established, etc.), peculiarities of individual argumentation schemes. In ad-
dition, some of the erroneously identified relations in the expert markup are argumentatively
related through other statements, but such relations could not be reflected in the dataset due to
the peculiarities of the experiment. The most frequent errors in identifying the type of relation
are explained by the implicitness of part of the reasoning elements, due to which supporting
schemes are sometimes used as attacking schemes.
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In further development of the approach, a stage for identifying the main thesis will be added,

which is likely to adapt the document-level argument mining task for cases of long-range links

over two paragraphs.

We have published our code at the GitHu All datasets used in this article are publicly

available from each distributor.

Acknowledgements

This study was supported by the Russian Science Foundation (grant No. 23-11-00261),

https://rsct.ru/project /23-11-00261 /.

References

1.

Accuosto, P., Saggion, H.: Mining arguments in scientific abstracts with discourse-level em-
beddings. Data & Knowledge Engineering 129, 101840 (2020). https://doi.org/10.1016/
j.datak.2020.101840

. Akhmadeeva, I.R., Kononenko, I., Sidorova, E., Shestakov, V.: Using rhetorical structures to

analyze argumentation in scientific communication texts. Computational Linguistics and In-
tellectual Technologies (2025), https://api.semanticscholar.org/CorpusID:280935169

Bao, J., He, Y., Sun, Y., et al.: A generative model for end-to-end argument mining with
reconstructed positional encoding and constrained pointer mechanism. In: Goldberg, Y.,
Kozareva, Z., Zhang, Y. (eds.) Proceedings of the 2022 Conference on Empirical Methods
in Natural Language Processing. pp. 10437-10449. Association for Computational Linguis-
tics, Abu Dhabi, United Arab Emirates (dec 2022). https://doi.org/10.18653/v1/2022.

emnlp-main.713

Bao, J., Jing, M., Dong, K., et al.: UniASA: A Unified Generative Framework for Argument
Structure Analysis. Computational Linguistics 51(3), 739-784 (09 2025). https://doi.org/
10.1162/coli_a_00553

. Cabrio, E., Villata, S.: Node: A benchmark of natural language arguments. In: Compu-

tational Models of Argument, pp. 449-450. IOS Press (2014). https://doi.org/10.3233/
978-1-61499-436-7-449

Chen, Z., Chen, L., Chen, B., et al.: UniDU: Towards a unified generative dialogue un-
derstanding framework. In: Lemon, O., Hakkani-Tur, D., Li, J.J., et al. (eds.) Proceed-
ings of the 23rd Annual Meeting of the Special Interest Group on Discourse and Dia-
logue. pp. 442-455. Association for Computational Linguistics, Edinburgh, UK (sep 2022).
https://doi.org/10.18653/v1/2022.sigdial-1.43

Chistova, E.: End-to-end argument mining over varying rhetorical structures. In: Rogers, A.,
Boyd-Graber, J., Okazaki, N. (eds.) Findings of the Association for Computational Linguis-
tics: ACL 2023. pp. 3376-3391. Association for Computational Linguistics, Toronto, Canada
(jul 2023). https://doi.org/10.18653/v1/2023.findings-acl.209

?https://github.com/Inscriptor/doc-level-approach-arg-extraction.git

2025, Vol. 12, No. 3 59


https://rscf.ru/project/23-11-00261/
https://doi.org/10.1016/j.datak.2020.101840
https://doi.org/10.1016/j.datak.2020.101840
https://api.semanticscholar.org/CorpusID:280935169
https://doi.org/10.18653/v1/2022.emnlp-main.713
https://doi.org/10.18653/v1/2022.emnlp-main.713
https://doi.org/10.1162/coli_a_00553
https://doi.org/10.1162/coli_a_00553
https://doi.org/10.3233/978-1-61499-436-7-449
https://doi.org/10.3233/978-1-61499-436-7-449
https://doi.org/10.18653/v1/2022.sigdial-1.43
https://doi.org/10.18653/v1/2023.findings-acl.209
https://github.com/Inscriptor/doc-level-approach-arg-extraction.git

Document-Level Approach to Extracting Argumentation Structures from the Russian...

8.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Dozat, T., Manning, C.D.: Deep biaffine attention for neural dependency parsing. In: In-
ternational Conference on Learning Representations. Toulon, France (apr 2017), https:
//openreview.net/forum?id=Hk95PK91e

Du, X., Li, S., Ji, H.: Dynamic global memory for document-level argument extraction. In:
Muresan, S., Nakov, P., Villavicencio, A. (eds.) Proceedings of the 60th Annual Meeting
of the Association for Computational Linguistics (Volume 1: Long Papers). pp. 5264-5275.
Association for Computational Linguistics, Dublin, Ireland (may 2022). https://doi.org/
10.18653/v1/2022.acl-1long.361

Fishcheva, 1., Kotelnikov, E.: Cross-Lingual Argumentation Mining for Russian Texts. In:
van der Aalst, W.M.P., Batagelj, V., Ignatov, D.I., et al. (eds.) Analysis of Images, Social
Networks and Texts. pp. 134-144. Springer International Publishing, Cham (2019). https:
//doi.org/10.1007/978-3-030-37334-4_12

Galassi, A., Lippi, M., Torroni, P.: Multi-task attentive residual networks for argument
mining. IEEE/ACM Transactions on Audio, Speech, and Language Processing 31, 1877—
1892 (2023). https://doi.org/10.1109/TASLP.2023.3275040

Hu, X., Wan, X.: RST Discourse Parsing as Text-to-Text Generation. IEEE/ACM Transac-
tions on Audio, Speech, and Language Processing 31, 3278-3289 (2023). https://doi.org/
10.1109/TASLP.2023.3306710

Kawarada, M., Hirao, T., Uchida, W., Nagata, M.: Argument mining as a text-to-text
generation task. In: Graham, Y., Purver, M. (eds.) Proceedings of the 18th Conference of
the European Chapter of the Association for Computational Linguistics (Volume 1: Long
Papers). pp. 2002-2014. Association for Computational Linguistics, St. Julian’s, Malta (mar
2024). https://doi.org/10.18653/v1/2024.eacl-long.121

Kotelnikov, E., Loukachevitch, N., Nikishina, I., Panchenko, A.: RuArg-2022:
Argument Mining Evaluation. pp. 333-348 (06 2022). https://doi.org/10.28995/
2075-7182-2022-21-333-348

Lauscher, A., Glavas, G., Ponzetto, S.P.: An argument-annotated corpus of scientific publi-
cations. In: Slonim, N., Aharonov, R. (eds.) Proceedings of the 5th Workshop on Argument
Mining. pp. 40-46. Association for Computational Linguistics, Brussels, Belgium (nov 2018).
https://doi.org/10.18653/v1/Wi8-5206

Lawrence, J., Reed, C.: Argument mining: A survey. Computational Linguistics 45(4), 765~
818 (01 2020). https://doi.org/10.1162/coli_a_00364

Li, S., Ji, H., Han, J.: Document-level event argument extraction by conditional generation.
In: Toutanova, K., Rumshisky, A., Zettlemoyer, L., et al. (eds.) Proceedings of the 2021
Conference of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies. pp. 894-908. Association for Computational Linguistics,
Online (jun 2021). https://doi.org/10.18653/v1/2021.naacl-main.69

Li, Z., Lin, T.E., Wu, Y., et al.: UniSA: Unified Generative Framework for Sentiment
Analysis. In: Proceedings of the 31st ACM International Conference on Multimedia. pp.
6132-6142. MM ’23, Association for Computing Machinery, New York, NY, USA (2023).
https://doi.org/10.1145/3581783.3612336

60

Supercomputing Frontiers and Innovations


https://openreview.net/forum?id=Hk95PK9le
https://openreview.net/forum?id=Hk95PK9le
https://doi.org/10.18653/v1/2022.acl-long.361
https://doi.org/10.18653/v1/2022.acl-long.361
https://doi.org/10.1007/978-3-030-37334-4_12
https://doi.org/10.1007/978-3-030-37334-4_12
https://doi.org/10.1109/TASLP.2023.3275040
https://doi.org/10.1109/TASLP.2023.3306710
https://doi.org/10.1109/TASLP.2023.3306710
https://doi.org/10.18653/v1/2024.eacl-long.121
https://doi.org/10.28995/2075-7182-2022-21-333-348
https://doi.org/10.28995/2075-7182-2022-21-333-348
https://doi.org/10.18653/v1/W18-5206
https://doi.org/10.1162/coli_a_00364
https://doi.org/10.18653/v1/2021.naacl-main.69
https://doi.org/10.1145/3581783.3612336

E.A. Sidorova, I.R. Akhmadeeva, D.V. Ilina, I.S. Kononenko, A.S. Sery, Yu.A. Zagorulko

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Liu, J., Chen, Y., Xu, J.: Machine reading comprehension as data augmentation: A case
study on implicit event argument extraction. In: Moens, M.F., Huang, X., Specia, L., Yih,
S.W.t. (eds.) Proceedings of the 2021 Conference on Empirical Methods in Natural Language
Processing. pp. 2716-2725. Association for Computational Linguistics, Online and Punta
Cana, Dominican Republic (nov 2021). https://doi.org/10.18653/v1/2021.emnlp-main.
214

Lu, Y., Liu, Q., Dai, D., et al.: Unified structure generation for universal information
extraction. In: Muresan, S., Nakov, P., Villavicencio, A. (eds.) Proceedings of the 60th
Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Pa-
pers). pp. 5755-5772. Association for Computational Linguistics, Dublin, Ireland (may 2022).
https://doi.org/10.18653/v1/2022.acl-1long.395

Mayer, T., Marro, S., Cabrio, E., Villata, S.: Enhancing evidence-based medicine with
natural language argumentative analysis of clinical trials. Artificial Intelligence in Medicine
118, 102098 (2021). https://doi.org/10.1016/j.artmed.2021.102098

Niculae, V., Park, J., Cardie, C.: Argument mining with structured SVMs and RNNs. In:
Barzilay, R., Kan, M.Y. (eds.) Proceedings of the 55th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers). pp. 985-995. Association for Computa-
tional Linguistics, Vancouver, Canada (jul 2017). https://doi.org/10.18653/v1/P17-1091

Paolini, G., Athiwaratkun, B., Krone, J., et al.: Structured prediction as translation between
augmented natural languages. In: International Conference on Learning Representations
(2021), https://openreview.net/forum?id=US-TP-xnXI

Peldszus, A., Stede, M.: An annotated corpus of argumentative microtexts. In: Argumenta-
tion and Reasoned Action: Proceedings of the 1st European Conference on Argumentation,
Lisbon 2015. vol. 2, pp. 801-815. College Publications, London (2016)

Sidorova, E., Akhmadeeva, 1., Zagorulko, Y., et al.: An integrated approach to the analysis of
argumentative relationships in scientific communication texts. Ontology of Designing 13(4),
562-579 (12 2023). https://doi.org/10.18287/2223-9537-2023-13-4-562-579, (in Rus-

sian)

Srivastava, P., Bhatnagar, P., Goel, A.: Argument Mining using BERT and Self-Attention
based Embeddings. In: 2022 4th International Conference on Advances in Computing, Com-
munication Control and Networking (ICAC3N). pp. 1536-1540 (2022). https://doi.org/
10.1109/ICAC3N56670.2022.10074559

Stab, C., Gurevych, I.: Annotating argument components and relations in persuasive es-
says. In: Tsujii, J., Hajic, J. (eds.) Proceedings of COLING 2014, the 25th International
Conference on Computational Linguistics: Technical Papers. pp. 1501-1510. Dublin City
University and Association for Computational Linguistics, Dublin, Ireland (aug 2014),
https://aclanthology.org/C14-1142/

Stab, C., Gurevych, I.: Parsing argumentation structures in persuasive essays. Computa-
tional Linguistics 43(3), 619-659 (09 2017). https://doi.org/10.1162/COLI_a_00295

2025, Vol. 12, No. 3 61


https://doi.org/10.18653/v1/2021.emnlp-main.214
https://doi.org/10.18653/v1/2021.emnlp-main.214
https://doi.org/10.18653/v1/2022.acl-long.395
https://doi.org/10.1016/j.artmed.2021.102098
https://doi.org/10.18653/v1/P17-1091
https://openreview.net/forum?id=US-TP-xnXI
https://doi.org/10.18287/2223-9537-2023-13-4-562-579
https://doi.org/10.1109/ICAC3N56670.2022.10074559
https://doi.org/10.1109/ICAC3N56670.2022.10074559
https://aclanthology.org/C14-1142/
https://doi.org/10.1162/COLI_a_00295

Document-Level Approach to Extracting Argumentation Structures from the Russian...

29.

30.

31.

32.

33.

34.

35.

Strubell, E., Verga, P., Andor, D., et al.: Linguistically-informed self-attention for semantic
role labeling. In: Riloff, E., Chiang, D., Hockenmaier, J., Tsujii, J. (eds.) Proceedings of
the 2018 Conference on Empirical Methods in Natural Language Processing. pp. 5027-5038.
Association for Computational Linguistics, Brussels, Belgium (oct — nov 2018). https://
doi.org/10.18653/v1/D18-1548

Timofeeva, M., Ilina, D., Kononenko, I.: Argumentative annotation of the scientific Internet-
communication corpus: Genre analysis and study of typical reasoning models based on
the ArgNetBank Studio platform. NSU Vestnik 22(1), 27-49 (2024). https://doi.org/10.
25205/1818-7935-2024-22-1-27-49, (in Russian)

Toulmin, S.E.: The Uses of Argument. Cambridge University Press, 2 edn. (2003). https:
//doi.org/10.1017/CB09780511840005

Walker, M., Tree, J.F., Anand, P., et al.: A corpus for research on deliberation and
debate. In: Calzolari, N., Choukri, K., Declerck, T., et al. (eds.) Proceedings of the
Eighth International Conference on Language Resources and Evaluation (LREC’12). pp.
812-817. European Language Resources Association (ELRA), Istanbul, Turkey (may 2012),
https://aclanthology.org/L12-1643/

Xu, H., Ashley, K.: Multi-granularity argument mining in legal texts. In: Legal Knowledge
and Information Systems, pp. 261-266. Frontiers in Artificial Intelligence and Applications,
I0S Press (2022). https://doi.org/10.3233/FAIA220477

Yan, H., Gui, T., Dai, J., et al.: A unified generative framework for various NER subtasks. In:
Zong, C., Xia, F., Li, W., Navigli, R. (eds.) Proceedings of the 59th Annual Meeting of the As-
sociation for Computational Linguistics and the 11th International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers). pp. 5808-5822. Association for Computa-
tional Linguistics, Online (aug 2021). https://doi.org/10.18653/v1/2021.acl-long.451

Ye, Y., Teufel, S.: End-to-end argument mining as biaffine dependency parsing. In: Merlo,
P., Tiedemann, J., Tsarfaty, R. (eds.) Proceedings of the 16th Conference of the European
Chapter of the Association for Computational Linguistics: Main Volume. pp. 669-678. Asso-
ciation for Computational Linguistics, Online (apr 2021). https://doi.org/10.18653/v1/
2021 .eacl-main.bb

62

Supercomputing Frontiers and Innovations


https://doi.org/10.18653/v1/D18-1548
https://doi.org/10.18653/v1/D18-1548
https://doi.org/10.25205/1818-7935-2024-22-1-27-49
https://doi.org/10.25205/1818-7935-2024-22-1-27-49
https://doi.org/10.1017/CBO9780511840005
https://doi.org/10.1017/CBO9780511840005
https://aclanthology.org/L12-1643/
https://doi.org/10.3233/FAIA220477
https://doi.org/10.18653/v1/2021.acl-long.451
https://doi.org/10.18653/v1/2021.eacl-main.55
https://doi.org/10.18653/v1/2021.eacl-main.55

DOI: 10.14529/jsfi250305
Can LLMs Get to the Roots? Evaluating Russian Morpheme

Segmentation Capabilities in Large Language Models
Dmitry A. Morozov' '“, Anna V. Glazkova®? '*, Boris L. Iomdin®
© The Authors 2025. This paper is published with open access at SuperFri.org

Automatic morpheme segmentation, a crucial task for morphologically rich languages like
Russian, is persistently hindered by a significant drop in performance on words containing out-
of-vocabulary (OOV) roots. This issue affects even state-of-the-art models, such as fine-tuned
BERT models. This study investigates the potential of modern Large Language Models (LLMs)
to address this challenge, focusing on the specific task of root identification in Russian. We evaluate
a diverse set of eight state-of-the-art LLMs, including proprietary and open-weight models, using
a prompt-based, few-shot learning approach. The models’ performance is benchmarked against
strong baselines — a fine-tuned RuRoberta model and a CNN ensemble — on a 500-word test set. Our
results demonstrate that one model, Gemini 2.5 Pro, surpasses both baselines by approximately
5 percentage points in root identification accuracy. An examination of the model’s reasoning
capabilities shows that while it can produce logically sound, etymologically-informed analyses, it is
also highly prone to factual hallucinations. This work highlights that while LLMs show significant
promise in overcoming the OOV root problem, the inconsistency of their reasoning presents a
significant obstacle to their direct application, underscoring the need for further research into
improving their factuality and consistency.

Keywords: morpheme segmentation, tokenizers, large language models, Russian language.

Introduction

Word segmentation into minimal meaningful substrings, morphemes, is important for mor-
phologically rich languages. The construction of morpheme segmentations can be applied in
language learning, for building hypotheses about possible word etymology, or as a subword
tokenizer. In the latter capacity, morpheme-oriented tokenizers can be used for low-resource
languages as an alternative to common BPE tokenizers @ .

The need for automation in this task arises from the incompleteness of existing morpheme
dictionaries. For instance, in Russian, the largest dictionaries contain no more than half of the
words found in the Russian National Corpus . At the same time, algorithmic approaches
today have an accuracy that, on average, is not inferior to expert annotation . However,
existing algorithms have a significant drawback: a low quality of performance with roots not
encountered in the training sample . This problem can be partially solved by using pre-
trained BERT-like models, but the quality of annotation for words containing out-of-vocabulary
(OOV) roots is still significantly lower than the average, and the vast majority of annotation
errors are specifically related to identifying root boundaries in such words .

A potential solution to the problem of identifying OOV roots could be the use of large lan-
guage models (LLMs) for word segmentation and root finding . However, the applicability
of LLMs to morpheme segmentation remains insufficiently investigated.

In this work, we focus on Russian, the language that is both well-represented in the training
corpora of state-of-the-art LLMs and well-studied within the context of morpheme segmentation.
Since the primary challenge for existing methods is the identification of OOV roots, we decided
to concentrate on the applicability of LLMs specifically to the task of word root identification.
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The rationale is that if the root can be successfully identified, the remainder of the word can be
segmented with very high accuracy using established algorithms.

Our main contributions are as follows:

e LLMs can outperform other approaches in identifying word roots, yet the quality of seg-

mentation using them is still far from ideal;

e examining the content of the reasoning fields from a linguistic perspective showed that in

a number of cases, the segmentation variant proposed by the model is logically justified
and more suitable than the dictionary-based one.

The rest of the paper is structured in the following way. Sectioncontains a brief review
of related work on automatic morpheme segmentation. Sectiondescribes the dataset and the
models utilized for the experiments. Sectionpresents the experimental results and discussion.
Sectionconcludes this paper, summarizing the study and pointing directions for further work.

1. Related Work

Automatic morpheme segmentation comprises two main paradigms: surface segmentation,
where a word is segmented into its constituent substrings (e.g., funniest — funn-i-est), and
canonical segmentation, which aims to restore the underlying forms of the morphemes (e.g.,
funniest — fun-y-est) @ For both tasks, machine learning-based algorithms have demonstrated
the highest efficacy.

The task of surface segmentation has been extensively studied for the Russian language.
The problem is typically framed as a character-level classification task, where each character is
assigned a two-part label. The first part of the label indicates the character’s position within
a morpheme, while the second specifies the morpheme type. Among traditional approaches not
leveraging pre-trained models, strong results have been achieved using Convolutional Neural
Networks (CNNs) and Long Short-Term Memory (LSTM) networks , with the perfor-
mance of CNNs on random word samples being comparable to expert-level annotation. The use
of convolutional networks has also shown strong results for other languages .

Fine-tuning BERT-like models on Russian data has further improved performance, achieving
a character-level accuracy exceeding 97% and a perfect-segmentation rate for words over 92% on
random samples . This approach has also yielded strong results for other Slavic languages,
including Belarusian and Czech. Furthermore, using pre-trained models partially addresses the
key limitation of CNN and LSTM architectures: the sharp decline in performance on words
containing roots not seen in the training data. Nevertheless, the challenge of OOV roots remains
critical, with a performance drop of over 15% in word-level accuracy for such cases .

For canonical segmentation, state-of-the-art algorithms were benchmarked in the SIGMOR-
PHON 2022 shared task . The top-performing systems were developed by the DeepSPIN
team using LSTM and Transformer-based models , closely followed by the CLUZH team
with models based on neural transducers . During testing on nine languages (English, Span-
ish, Hungarian, French, Italian, Russian, Czech, Latin, and Mongolian), participants achieved
morpheme-level Fl-scores exceeding 93.5 for all languages, with scores surpassing 99 for three
languages, including Russian. However, subsequent testing of the DeepSPIN approach confirmed
that, as with surface segmentation, OOV roots remain the primary challenge .

Notable existing methods utilizing LLMs include the LLMSegm algorithm . In this frame-
work, a pre-trained Glot500 model [8] performs binary classification for each potential boundary
position within a word. Despite its significant computational complexity (requiring N — 1 LLM
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inferences for a word of length N'), this method has outperformed previous techniques for several
low-resource South African languages. Conversely, end-to-end generation of segmentations for
another low-resource language, Bribri, using an LLM (Claude Sonnet 3.7), while more efficient
on average, proved to be less effective for multi-morphemic words than a non-pretrained algo-
rithm . Therefore, the application of LLM-based approaches to morpheme segmentation is
currently under-explored.

2. Data and Models

2.1. Data

The task of morpheme segmentation for the Russian language is complicated by the absence
of a unified approach among linguists for defining what constitutes a morphemic analysis. In
practice, the choice of a dataset for experiments determines the segmentation paradigm, and an
algorithm trained on one dataset will inherently produce segmentations that are incorrect from
the perspective of another. At the same time, previous studies have shown that the performance
of algorithms is generally similar across different datasets . The largest machine-readable
datasets for Russian morpheme segmentation currently available are Morphodict-K (based on
the “Dictionary of Morphemes of the Russian Language” (ed. A. I. Kuznetsova and T. F. Efre-
mova,) ), Morphodict-T (based on the “Word Formation Dictionary of the Russian Language”
(ed. A. N. Tikhonov) ), and the Russian dataset from the SIGMORPHON 2022 Shared Task
on Morpheme Segmentation . In the present study, we chose to use the Morphodict-K dataset.
This decision was based on two reasons:

e The Morphodict-K and the Morphodict-T datasets use the same notation: words are
segmented into morphemes with an indication of the type of each of them, in total, 7 types
of morphemes are used: PREF (prefixes), ROOT, SUFF (suffixes), END (endings), LINK
(connecting vowels), POST (postfixes), HYPH (hyphens). This makes it easy to move from
experiments with one dataset to experiments with another. However, the segmentation in
Morphodict-K is based on etymology and features a high degree of morpheme granularity.
Although this paradigm is not strictly formalized, it allows for significantly less subjectivity
than the paradigm underlying the Morphodict-T dataset. The latter employs a non-obvious
criterion of the transparency of derivational chains in modern Russian. This leads to the
identification of different roots in words, which relatedness is obvious to native speakers
(e.g., in dobro ‘goodness’, the root is identified as -dobr-, whereas in odobrenie ‘approval’,
the root is identified as -odobr-). The use of such a criterion reduces the internal consistency
of the annotation, which is also reflected in the lower performance of automated methods
on this dataset.

e Upon closer inspection, the SIGMORPHON dataset is annotated in a highly inconsis-
tent manner. Specifically, there is no uniform approach to segmenting the infinitive suffix
-t’- or the adjectival ending -yy-; in about half of the cases, they are merged with the
preceding morpheme. This internal inconsistency, along with the absence of documented
segmentation rules, makes this dataset a poor candidate for our research.

Therefore, within the scope of our study, we aimed to identify the etymological root specifi-
cally. This approach may be more valuable for creating morpheme-oriented tokenizers for train-
ing language models, as it offers more fine-grained segmentation and results in a smaller token
vocabulary.
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The utilized dataset was split by word roots into training and test sets at an approximate
4:1 ratio. Words containing multiple roots were preliminarily removed from the dataset. However,
due to financial constraints, the LLM testing was not performed on the entire test set, but on
a random sample of 500 words from it. For baseline models, we calculated the quality both on
the entire test sample and on the selected 500 words. A summary of the characteristics of the
dataset and the samples is provided in Tab.

Table 1. Brief characteristics of the datasets

Dataset Morphodict-K | Train set | Test set | 500 test words
Unique words 75 649 51 620 12 401 500
Unique morphemes 8 079 5 606 1 662 434
Unique roots 7 148 4 768 1192 275
Avg morphemes per word 4.12 3.95 3.98 4.07
Avg morpheme occurrence 38.56 36.36 29.71 4.69
Avg root occurrence 12.24 10.83 10.40 1.82
Avg characters in root 4.62 3.64 3.74 3.73

2.2. Prompt-based models

To ensure the representativeness of the study, we used a variety of state-of-the-art multilin-
gual general-purpose LLMs developed and trained by different teams. The access to the models
was provided via the OpenRouter APIL.

Some of the models used are proprietary, accessible only through API, and architecture and
training details are unknown. Using such models inevitably leads to a worse understanding of
the reasons for the effectiveness of a particular model, but the high performance of these models
in independent benchmarks necessitates their inclusion for a comprehensive evaluation. These
models include:

Claude Sonnet

Gemini 2.5 Pro and Gemini 2.5 Flash Lit

Mistral Medium 3.]@

GPT 5 Cha (we used this model instead of the base GPT 5 because GPT 5 was still not
available in the OpenRouter APT at the time of our experiments.).

W

We compared these models to the models whose weights are available on HuggingFace:

1. Llama 4 Maveric an auto-regressive language model that uses a mixture-of-experts (MoE)
architecture with 128 experts and has 17B activated parameters (400B parameters in total);

2. gpt—oss—lQOkﬂ with 117B parameters and 5.1B active parameters;

3. Qwen3—235B—A22 MoE model with 128 experts (8 activated experts) and 235B param-
eters in total (22B parameters activated).

“https://www.anthropic.com/claude/sonnet
Shttps://deepmind.google/models/gemini/
Shttps://mistral.ai/news/mistral-medium-3
"https://openai.com/index/introducing-gpt-5/
Shttps://huggingface.co/meta-1lama/Llama-4-Maverick-17B-128E-Instruct
https://huggingface.co/openai/gpt-oss-120b
Yhttps://huggingface.co/Quen/Quen3-235B-A422B
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It should also be noted that the models used differ significantly in the costs of API requests.
This is due to three reasons: first, different tokenization of requests and responses, second,
different token prices, and third, the presence of reasoning, which significantly affected the
volume of generated text. For the Claude and Gemini models, we forced the reasoning mode to
be enabled. The other models used do not have such a setting via the OpenRouter API, but
we recorded non-empty reasoning in the response in the case of gpt-0ss-120b (for all 500 words)
and Qwen3-235B-A22B (for 35 words). The cost of a request varied from 10=% to 1072 USD. In
total, less than 25 USD were spent on experiments (including preliminary ones). A temperature
value of 0 was used during generation for all models.

2.3. Prompt

To construct the prompt, we used the segmentation paradigm description from the original
datase and a series of examples from the training set.

During preliminary experiments with models Gemini 2.5 Flash Lite, Mistral Medium 3.1,
and gpt-0ss-120b, we tested different strategies for selecting examples presented to the model in
the prompt. In particular, we attempted to use randomly selected examples from the training
set, as well as words similar to the analyzed word by a substring at the beginning or end of
the word. We also tried different numbers of examples in the prompt (from 10 to 100). These
strategies turned out to be insufficiently effective. Increasing the number of examples with a
random selection strategy improved the quality only slightly, and when adding words with a
similar substring, the models tended to overfit.

The best result was achieved by adding a small number of examples to the prompt, il-
lustrating various features of the segmentation paradigm: consideration of etymology and a
high degree of morpheme granularity (in comparison, for example, with the approach of the
“Word Formation Dictionary of the Russian Language” (ed. A. N. Tikhonov) . Examples
were selected iteratively; the final prompt included 13 words from the training sample: “naseko-
moe” (‘insect’, root -sek-), “ulybat’sya” (‘to smile’, root -lyb-), “revolyutsiya” (‘revolution’, root
-volyuts-), “vostochnyy” (‘eastern’, root -toch-), “obidet’sya” (‘to be offended’, root -obid-), “po-
zlashchat’ (‘to gild’, root -zlashch-), “obratit’ (‘to turn’, root -obrat-), “bytovoy” (‘domestic,
household’, root -by-), “nenastnyy” (‘inclement’, root -nast-), “izverzhenie” (‘eruption’, root
-verzh-), “uproshchat’sya” (‘to be simplified’, root -proshch-), “truzhenichestvo” (‘hard work’,
-truzh-), “annulirovanie” (‘cancellation’; root -nul-). An example of word formatting is shown
in Fig.

Additionally, the prompt included requirements describing the surface segmentation pro-
cedure: the concatenation of morphemes must exactly match the original word, and in cases
of alternations, the root must be extracted in the exact form in which it appears in the word.
Finally, during preliminary experiments, we determined that the segmentation quality improves
when the response includes a complete segmentation. The final prompt was written in Russian.
In Fig. We provide a translation of the original prompt into English

2.4. Baselines

As baselines we considered two approaches, originally developed for constructing surface
segmentation with prediction of the type of each morpheme. The task of constructing morpheme

"Yhttps://ruscorpora.ru/en/page/instruction-derivation
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- Source word: "nasekomoe"
JSON output:

{
{
"original_word": "nasekomoe",
"etymological_root": "sek",
"morphemic_analysis": "na-sek-om-oe"
}
b

Figure 1. An example of word formatting

segmentation is considered as a task of character-level classification. The choice of these models
was based on their high quality in previous studies . In our study, we also trained
models on the surface segmentation task, and then extracted the morpheme marked by the
model as the root of the word. The baselines are:

1. Convolutional neural network ensemble . The ensemble consists of three identical
convolutional networks trained independently. We used the original implementation of the
algorithm. The number of convolutional layers in each convolutional network was 3, the
number of filters was 192. Each of the models was trained for 25 epochs on an AMD Ryzen 5
5600X CPU.

2. Fine-tuned RuRoberta model . We fine-tuned ruRoberta—larg (355M param-
eters) for token-classification task. The input sequence consisted of the lemma itself
and sequence of the separated word letters. The output sequence is ‘O’ for the lemma and
letter class for each letter. For implementation we used the simpletransf ormer frame-
work . The batch size during training was set to 16, and the learning rate was set to
4e-6. The values of the remaining parameters were set to default. We fine-tuned the model
for 30 epochs on an Nvidia RTX 4090 GPU.

3. Results and Discussion

The results we obtained are presented in Tab. below, where the LLMs are ordered by the
decreasing number of correctly identified roots. The performance of the baseline models is also
included for comparison.

Notably, Gemini 2.5 Pro was the only model to outperform the baselines, achieving a root
accuracy nearly 5% higher. The remaining LLMs underperformed compared to the baseline
models. Furthermore, we observed that proprietary models generally surpassed open-weight
models.

Our analysis of LLM errors revealed no single, consistent pattern of incorrect root identi-
fication; the models tended to err on different words rather than the same ones (Fig. . For
instance, only 185 words were correctly segmented by all eight models, while 474 words were
segmented correctly at least once (meaning 26 words were never segmented correctly by any

model).

“https://huggingface.co/ai-forever/ruRoberta-large
3https://simpletransformers.ai/
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You are a linguistic expert specializing in morphemic and etymological
analysis of the Russian language. Your task is to conduct morphemic
analysis of words, strictly following the principles of the "Dictionary
of Morphemes of the Russian Language" by A. I. Kuznetsova and T. F.

Efremova. Your answer should always be in JSON format.

Your task is to perform a morphemic analysis of a word and identify its

etymological root. Follow these rules:

0. *xExact match:#** The morpheme segmentation of the word MUST be a letter-

for-letter match with the original word and must not change any letters.

1. **Principle of granularity:#* Divide the word into morphemes (prefixes,
root, suffixes, endings) in as much detail as possible.

2. *xHistorical root:** Identify historical and etymological roots, even if

their connection to the modern meaning is not obvious to a native
speaker.

3. **Structural correlation:** Identify morphemes (including the root) if
there are other words in the language with a similar structure or
morphemes, even if the word is not used without them (e.g., "u-lyb-at’
sya" by analogy with "u-smekh-at’sya").

4. *xAnalysis of loanwords:** Segment borrowed stems if there are other
lexemes in the Russian language with similar structural elements (e.g.,
"re-volyuts-iya" and "e-volyuts-i-ya").

5. **Handling of the soft sign:** If a soft sign follows the root, include
it in the root (e.g., "kol’-ts-o").

6. **Alternations:#** If an alternation is allowed in the root, you must
choose the spelling that is present in the word (e.g., in the word "
pozlashchat’" the root is "zlashch").

Here are some reference examples:
[EXAMPLES]

Now, please process the following word:
Source word: "{word_to_analyze}"

Provide the answer strictly in the following JSON format, without including
any other explanations. The etymological root MUST be part of the full
morpheme segmentation.
a8
"original_word": "<the word being processed>",
"etymological_root": "<the etymological root>",
"morphemic_analysis": "<the full morpheme segmentation with hyphens>"

1

Figure 2. Translation of the used prompt into English
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Table 2. Experiment results

Model Correct | Root-level | Fully correct | Word-level
roots accuracy | segmentations accuracy

Gemini 2.5 Pro 430 0.86 392 0.78
Mistral Medium 3.1 391 0.78 349 0.69
Claude Sonnet 4 386 0.77 294 0.59
Gemini 2.5 Flash Lite 355 0.71 279 0.56
GPT 5 Chat 343 0.69 251 0.50
Llama 4 Maverick 341 0.68 305 0.61
Qwen3 235B A22B 335 0.67 242 0.48
gpt-oss-120b 334 0.67 228 0.46
fine-tuned ruRoberta-large 401 0.80 387 0.77
CNN ensemble 406 0.81 358 0.72

175

150 1

125

100 5

Number of words

0 1 2 3 4 3 G
Number of models

oo

Figure 3. Number of words for which the root was correctly identified by N models

The primary challenge for the LLMs was the root -sta- in words such as zastava ‘outpost’,
nastavlyat’ ‘to instruct’, and predstavitel’skiy ‘representative’. In these cases, all LLMs incor-
rectly identified the root as -stav-. However, the correct root -sta- was successfully identified by
at least some models in words like perestavat’ ‘to cease’ and ostanovit’sya ‘to stop’. The cur-
rent experimental design does not allow us to draw general conclusions about the relationship
between specific root features and the quality of their identification. We plan to replicate this
experiment with a larger dataset in the future to investigate this issue further.

Interestingly, even the top-performing model, Gemini 2.5 Pro, incorrectly processed some
words for which the other seven models provided the correct answer, such as “vaflya” (‘waffle’)
and “prorab” (‘foreman’). However, an analysis of the responses showed that once the model
had violated the response format: for “vaflya”, it identified the root -vafl’-, where the soft sign
might be included from a phonetic standpoint but is incorrect within a surface segmentation
paradigm.
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Since Gemini 2.5 Pro was the only model to surpass the baseline approach, we decided to
focus our error analysis on this model as the most promising. A preliminary analysis revealed
that in several cases, a discrepancy between the predicted root and the reference root might not
indicate a model error but rather an inaccuracy in the dictionary or the possibility of a different
interpretation. Consequently, we conducted a detailed manual analysis of 70 words for which
the root identified by the model differed from the reference. We evaluated the model’s responses

based on two criteria:

1. Is the model’s answer more suitable than the reference? A score of 2 indicated the
model’s answer was better, 1 meant it was difficult to choose the better option, and 0 meant
the reference was better.

2. Is the model’s reasoning factually and logically sound? A score of 2 meant the
reasoning represented a well-conducted word-formation analysis containing only correct et-
ymological facts; 1 indicated that the reasoning contained a mix of correct statements and
hallucinations; and 0 meant the reasoning consisted entirely of hallucinations.

The analysis showed that the root predicted by the model was more suitable than the
reference in 13 out of 70 cases, and in another 11 cases, choosing the better option was difficult.
Cases where the model’s prediction was more accurate included words such as:

e “anonimnost’ ‘anonymity’, reference root -nim-, predicted -onim-: in this case, -onim-
is better suited as a root, since words such as “anonim” ‘anonymous’ and “sinonim”
‘synonymous’ contain the borrowed ancient Greek root —ovoua—, that is, -o- cannot be
considered either a prefix or a linking vowel;

» o<

o “oblechennyy” ‘endowed’, reference root -oblech-, predicted -lech-: from the point of view
of the segmentation paradigm used in the Morphodict-K dataset, it is reasonable to isolate
the historical prefix -0b-;

o “podkrylok”‘fender liner’, reference root -kry-, predicted -kryl-: in the Proto-Slavic lan-
guage, this root was supposedly contained in a form containing -I- (*kridlo, *skrdlo), so

its isolation here is incorrect.

The model provided adequate reasoning in 12 cases and partially correct reasoning in 29.
However, it is important to note that correct reasoning coincided with a better-identified root

in only 6 of these cases (Tab..

Table 3. Analysis of predicted roots different from reference ones for the Gemini 2.5 Pro model

Reasoning
validit
Root ’ Otz
correctness
0 27116 | 3
1 73
2 1 6 | 6

On three occasions, correct reasoning led to a root that was less suitable than the reference:
o “ukomplektovyvat’sya” ‘to be staffed/equipped’ and “doukomplektovat’sya” ‘to become
fully staffed/equipped’, reference root -komplekt-, predicted -plekt-: despite the fact that

” oG

etymologically this substring contains the prefix -kom- (in Latin “completus” ‘complete’),

this root was borrowed into the Russian language in its current form through Polish and,
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before that, German, and there are no other Russian words with substring -plekt-, so the
rule about lexemes with similar structural elements does not apply here;

o “sovetizirovat’sya” ‘to become sovietized’, reference root -vet-, predicted -sovet-: from
the point of view of the segmentation paradigm used in the Morphodict-K dataset, it is
reasonable to isolate the historical prefix -so-.

In some instances, the model’s reasoning arrived at the correct root, yet a different option was

7%

chosen for the final answer (e.g., for “rabota” ‘work’ the reasoning pointed to the root -rab-, but
the answer given was -rabot-).

The majority of Gemini 2.5 Pro’s errors relate to the incorrect handling of root alterna-
tions (e.g., -treb-/-trebl-, -yav-/-yavl-), insufficient consideration of etymology (for instance, the
model failed to connect the words “stat’ (‘to become/stand’) and “stavit’” (‘to put/place’)),
or the excessive segmentation of loanwords in cases where there is no basis for segmentation
in the Russian language (interes — inter-es, krendel — krend-el, or the aforementioned kom-
plekt — kom-plekt). Furthermore, the reasoning often contains fabricated facts or flawed logical
transitions (even when the identified root is correct), which should be considered a significant
drawback for the potential integration of the model into lexicography for automating dictionary
creation.

In addition to analyzing the model’s errors, we conducted a zero-shot evaluation using Gem-
ini 2.5 Pro to evaluate the example selection strategy. For this, we removed the examples from
the prompt, leaving the rest of the instructional text unchanged. We then generated roots for
the test set. The model produced 420 correct roots and 387 fully correct analyses. This resulted
in a correct root rate of 84%, compared to 86% achieved with the few-shot approach. However,
we observed an increased proportion of incorrectly formatted responses among the model’s er-
rors in the zero-shot setting. The model often appended hyphens or extraneous explanations to
the root, and in two instances, it generated an empty response. Therefore, despite the small
difference in metrics, the few-shot approach enhances the stability of the response format, which
can be critical for practical applications.

Conclusion

A key challenge for state-of-the-art automatic morpheme segmentation algorithms is their
poor performance on words containing roots that were not present in the training data. This
paper presents an investigation into the potential of using Large Language Models (LLMs) to
overcome this limitation. For our experiments, we utilized the Russian-language Morphodict-K
dataset and a range of multilingual, general-purpose LLMs, including the most current propri-
etary models. The Russian language was selected because it is, on the one hand, well-represented
in the training corpora of these LLMs and, on the other, a well-studied language for the mor-
pheme segmentation task.

We compared the efficacy of LLMs against two strong baselines — a fine-tuned BERT-like
model and an ensemble of convolutional neural networkson the specific task of word root identifi-
cation. Using the Gemini 2.5 Pro model, we successfully surpassed the baselines by 5 percentage
points in accuracy. A subsequent linguistic analysis of this model’s errors revealed that in several
instances, the root predicted by the LLM was more suitable than the reference one from the
dataset. An examination of the model’s reasoning fields showed that it is sometimes capable
of justifying its choices with factual evidence. However, it frequently generates reasoning that
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contains hallucinations and fabricated facts. This should be considered a significant drawback
for the potential integration of the model into lexicography for automating dictionary creation.

The limitations of this study include the relatively small size of the test set (500 words), the
focus on a single target language, and the limited number of prompting strategies explored. In
addition, a significant limitation of the overall approach lies in its speed and cost: although we do
not query the LLM for every possible boundary position in a word, each word is processed using
a separate query to the model via the API. Despite these constraints, our approach managed
to outperform state-of-the-art baselines, which underscores the need for more extensive and
larger-scale research in this domain.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-
mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work
without further permission provided the original work is properly cited.
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The majority of existing Russian document summarization datasets focus on short-form
source documents which does not require complex causal analysis or coreference resolutions.
Furthermore, processing longer multi-page texts poses a serious challenge to current generation
of language models as the limited context window complicates response generation by demanding
additional task partitioning. To lay the groundwork for future research of the problem, we
introduce RuBookSum, an abstractive summarization dataset for Russian long-form narrative
summarization. Our dataset covers documents from various literature domains, including fiction,
classic, children books and popular science, and includes high-quality human-written summaries.
To establish a baseline, we evaluate popular open-source large language models and provide
comprehensive analysis on their performance. Additionally, we propose optimized algorithms for
long-document summarization, which enable up to 300% summary generation speed up without
significant drops in quality.

Keywords: large language model, summarization, literature, books.

Introduction

Automatic text summarization is one of the key tasks in natural language processing. The goal
is to create an informative synopsis of the source text while preserving its main meaning. In recent
years, with the advent of large language models (LLMs), interest in automating summarization
has increased across many genres, including fiction. Unlike scientific, news, or technical texts,
fiction is characterized by high stylistic and semantic complexity. Non-linear storytelling, imagery,
metaphor, and stylistic devices make synopsis writing especially challenging. The limited context
window of modern models further complicates processing long texts as it imposes additional text
generation constraints and demands additional task partitioning.

At present moment there are not many datasets focusing specifically on summarizing
fiction, and available collections focus on non-Russian material. BookSum is one of the first
and best-known English-language datasets for abstractive summarization of narrative works. It
contains books, plays, and short stories paired with summaries of varying granularity (paragraph
level, chapter level, book level). Echoes from Alexandria is a multilingual corpus of fiction,
including five languages: English, German, French, Italian, and Spanish. FABLES is a
hand-curated corpus designed to evaluate factual faithfulness of summaries for book-length fiction.
It includes 3158 claims extracted from LLM-generated summaries for 26 books. Each claim
is evaluated across model outputs by experts. According to FABLES, even advanced models
(e.g., Claude) commit 20-30% factual errors, including distorted causal relations, incorrect
characterization of protagonists, and overemphasis on minor details, judged by three criteria:
agreement with original events, logical correctness, and absence of distortions.

To study the specifics of Russian long-narrative automatic summarization, we introduce
RuBookSum, a dataset for Russian literature abstractive summarization. Our dataset contains
high-quality human-written summaries for documents of different domains including fiction,
popular science, children books and classical literature. To demonstrate the issues of multi-page

text summarization, we conduct an extensive evaluation of popular open-source large language
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models. Our analysis finds that only largest models exceeding 100 billion parameters are able to
fully comprehend long-range causal relations, while smaller models only capture general semantics.
Additionally, to adapt the models for the task, we propose new abstractive summarization
algorithms optimized for long-document processing. Compared to existing approaches new
methods achieve up to 300% summary generation speed up while retaining the same level of
quality.

The article is organized as follows. Sectiondescribes the RuBookSum dataset. In Section
we present the summarization methods, including the hierarchical approach with node filtering and
the blueprint-based approach with question clustering. Sectiondeﬁnes the evaluation metrics.

Sectioncontains the experimental setup. Sectionreports and analyzes the results.
summarizes the study and points directions for further work.

Code and data are publicly availabl

1. Dataset

At the moment of the study, there were no publicly available corpora designed specifically for
Russian literature summarization. To address the lack of resources, a new dataset was created,
using “Narodny Briefly” platform where users publish summaries for popular books. The
summaries vary in length (from a few sentences to several paragraphs) and in style: some
reproduce key phrases verbatim, while others use free-form narration. Some cover the whole
work, others split content by chapter. Usually they contain the main facts and conclusions from
the source text, but may include the author’s commentary.

To collect the respective summary sources, we leveraged Librusec digital library , one of the
largest Russian-language online book collections. Each text underwent automatic preprocessing:
meta-information (e.g., titles, chapter descriptions, technical inserts) were removed, then the text
was formatted into a unified, standardized form suitable for use with models.

To better link books with their summaries, cosine similarity was used: the author name
text from Briefly and from Librusec was embedded via SentenceTransformers with the
modeand compared using cosine similarity. The summaries were automatically cleaned of HTML
tags, comments, and service markers using LLM Meta-Llama 3-70B-Instruct. Then Librusec was
searched and a collection of “book text — summary” pairs was formed.

The resulting dataset includes:

e 600+ cleaned user summaries from “Narodny Briefly” ;

e 40+ different genres;

e source works from the Librusec digital library .

Table 1. Dataset overview

Avg. document Avg. summary Compression ratio
Number of
Dataset d ; length length (summary length
ocuments
(# words) (# words) / text length)
RuBookSum 634 35052.64 700.77 8.43%
BookSum 405 112885.15 1167.20 0.79%
Gazeta 60964 632.77 41.94 6.99%

Zhttps://github.com/Nejimaki-Tori/RuBookSum
3https://huggingface.co/deepvk/USER-bge-m3
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Genres
B Classical Prose (world) — 124
BN Russian Classics — 112
B Science Fiction — 71
R Detective — 40
R Contemporary Prose — 37
B Children’s Literature {general) — 23
B Children’s Prose 20
I FProse — 17
B Drama — 17
B Other — 173

6.3%

Figure 1. Distribution of texts by genres (top 10; “Other” aggregates all remaining genres)

The genre distribution in the collection is shown in Fig. and Tab.gives dataset statistics
versus analogs.

2. Methodology
2.1. Hierarchical Method

Most common method (Algorithm for long-document summarization splits the text
into chunks and generates a local summary for each chunk. First, the document is split into chunks
and each chunk is summarized, yielding the list Sp. Then, at level {, GROUPSUMMARIES takes
the current list Sy and partitions it into non-overlapping groups. For each group, MERGEGROUP
produces a single higher-level summary, forming Syy1. Because at least some groups contain two
or more elements, |Set1| < |S¢|, and the process terminates when a single root summary remains,
which we report as the document-level summary.

2.2. Node Filtering Optimization

The classical hierarchical method constructs the final summary through a multi-layered
combination of intermediate summaries derived from individual text chunks. However, literature
often contains chunks that have little impact on plot development or contains redundant
information without any additional details. During the generation of the final summary,
these chunks can shift the narrative towards repetitive content, thus reducing the overall
informativeness.

To address this issue, a node filtering mechanism based on cosine similarity was implemented
(Algorithm. To eliminate low-informative or redundant chunks, we evaluate cosine similarity
between all intermediate summaries at each hierarchy level. Chunks that are close in cosine
similarity to previous ones are considered redundant and are excluded from compilation of the
summary at the current level. We compute a pairwise similarity matrix PAIRWISESIMILARITY (Sy)
using cosine similarity of summary embeddings (the first element is always retained). This
modification aims to accelerate generation by removing potentially superfluous parts of
information, thereby increasing the salient detail density in the final summaries.
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Algorithm 1 Hierarchical method Algorithm 2 Hierarchical method with node
Input: W — model context window, D — input filtering
text of length L > W, pg — model, C'— chunk Input: W — model context window, D — input

length text of length L > W, py — model, § —
Split D into chunks ¢; ... ¢ L similarity threshold, C' — chunk length
<+ 0 Split D into chunks ¢y . .. Crey
S[%{Cl...c(%]} {+0
repeat S+ {cr... c[%]}
Groups < GroupSummaries(Sy) repeat
L+ 0+1 M <+ PairWiseSimilarity(S)
Se <+ {} Se < {si: si€ SN
for g € Groups do (maxj<; M;; <OVi=0)}
Sy« Sy U {MergeGroup(pg, g)} Groups < GroupSummaries(Sy)
end for b—l+1
until |Sy| =1 Se+{}
return Sy[0] for g € Groups do
Se « Sp U{MergeGroup(pg, g)}
end for
until |Sy| =1

return Sy[0]

2.3. Text-Blueprint

This method is essentially a modification of the hierarchical method that improves
summary robustness by building an intermediate outline before text generation (Algorithm .
The outline is formed as a set of question-answer pairs, which enhances the controllability of the
generation process and ensures the structured nature of the result. First the model creates a list
of questions reflecting key events, themes, and characters. Then short answers are automatically
generated for each question. Given a group g at merge level £/, GENERATEBLUEPRINT produces
a set of question—answer pairs. This structure serves as a blueprint used to produce the final
summary. The function SUMWITHBP uses generated blueprint and given chunks to produce
a higher-level summary. Full prompt templates and additional Q/A examples are provided in
Appendix A.

2.4. Question Clustering Optimization

The baseline blueprint implementation generates a question-answer outline for each chunk and
at each merge level. With fiction, however, questions produced for different chunks may overlap
and yield conflicting answers, which in turn corrupts merging process, making the summary less
structured and complete. Moreover, generating an outline at every step slows the method down and
consumes extra computational time. To address the issue, we add additional question clustering
step aimed at reducing merge level content overlap (Algorithm. The obtained question clusters
are generalized using the same summary generation LLM to produce universal question-answer
outline. We add the following functions to modify blueprint method: EXTRACTQUESTIONS
builds @', CLUSTERIZE forms clusters from ()’ and GENERALIZE maps each cluster to one

generalized question.
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Algorithm 3 Blueprint method

Input: W — model context window, D — input

Algorithm 4 Blueprint method with clustering

Input: W — model context window, D — input

text of length L > W, py — model, C' — chunk
length, R — length limit

Split D into chunks ¢y ... crLy

{0

Sy {01 .. .C(%]}
repeat > Merging summaries
Groups < GroupSummaries(Sy)
+—L+1

Se+{}

for g € Groups do

text of length L > W, py — model, C' — chunk
length, R — length limit
Split D into chunks ¢y ... Crey

{0
for c € Sy do

b « GenerateBlueprint(py, ¢)
Q'+ {ExtractQuestions(pg,b)}
end for
K <+ Clusterize(Q')

if Length(g) > R then for k; € K do
b; < GenerateBlueprint(pg, g) Q + QU {Generalize(pg, ki) }
Sp < SeU{SumW ithBp(pg,bi, g)} end for
else repeat > Merging summaries
Sp + SeU{g} Groups < GroupSummaries(Sy)
end if C+—(0+1
end for Se+{}
until |S;| =1 for g € Groups do
return S;[0] Sy <+ Se U {SumWithBp(pg,Q, g)}
end for
until [Sy| =1

return S;[0]

3. Metrics

For an objective comparison of the described methods and models in the task of literature
summarization, four metrics were considered.

ROUGE-L is based on the length of the longest common subsequence (LCS) between
the generated summary S and the reference R.

Precision = LCSS;’R), (1)
L
Recall = Cs‘js’m, (2)

2 Precision - Recall
ROUGE-L = . 3
Precision + Recall (3)

BERTScore . For every token pair from prediction and reference we compute cosine
similarity of their embeddings. Then:

1
P = — ) maxsim(ee,), (4)
|S| tes ueR
1
R= I UERI&%Xsim(eu, et), (5)
2P
BERTScore = P-'—fR;’ (6)
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where R is the reference text and S is the generated one.
Key question coverage (Coverage) is the proportion of questions that are answered in
reference that are covered in generated summary:

Coverage — #{% : P(yeSJVQia S) > 075}’ (7)

where N is the total number of questions and P(yes | ¢;,S) is the probability that the answer to

¢; is present in S, obtained with an LLM.

pred

Factual agreement (Agreement) is the average cosine similarity between answers a}

ref

generated based on predicted summary and answers a;* obtained from reference summary to the

same questions from Coverage metric:
1 4
Agreement = N > " sim(ab™, a}"), (8)
i=1
where sim is cosine similarity of embeddings.

4. Experimental Setup

All measurements were performed on the test split of the dataset, comprising one sixth
(= 16.7%) of the corpus. For all methods the summaries were limited to 500 words maximum. The
input text was split into fixed-size chunks of 2000 tokens which were obtained by AutoTokenizer
from DeepPavlov/ rubert—base—case with default settings. To ensure reproducibility, the
random seed is fixed (random seed = 42). To obtain embeddings, we used USER-bge-m3
mode To generate questions and answers for Coverage and Agreement metrics, we use
Qwen3-235B-A22B model.

In the hierarchical method with node filtering, cosine similarity threshold is set at
¢ = 0.85: if for a summary S; there existed a previous summary S; with a cosine similarity above
this threshold, then S; is discarded as redundant. This choice of threshold provides a compromise
between preserving meaningful information and eliminating duplication, which empirically led to a
noticeable reduction in the volume of intermediate representations without significant degradation
in quality.

In the blueprint method with question clustering, we utilize KMeans clustering algorithm.
The number of clusters is chosen using a heuristically derived rule:

Nclusters = Max (27 ’V Nquestions—D ) (9)

where Ngyestions is the total number of questions generated across all chunks before clustering.

Runtime was measured as the average value (in seconds) of the generation time per book for
each method across 100 books.

The experiments used the following large language models:
RuadaptQwen2.5-7B-Lite-Beta , RuadaptQwen3-32BInstruct-v2 , DeepSeek V3 @,
Qwen3-235B-A22B , tpro @ and yagptblite . We selected these models to cover three
comparable size tiers and to ensure strong Russian capability. At the large tier, DeepSeek V3 @
and Qwen3-235B-A22B serve as high-capacity baselines for long-document reasoning. At the
mid tier, RuadaptQwen3-32BInstruct-v2 and tpro E] represent instruction-tuned models

“https://huggingface.co/DeepPavlov/rubert-base-cased
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with robust Russian coverage. At the lightweight tier, RuadaptQwen2.5-7B-Lite-Beta and
yagptblite provide cost-efficient options suitable for constrained inference. This pairing by

parameter scale lets us compare quality—speed trade-offs under similar computational budgets,

while the RuAdapt, tpro and yagpt5blite were chosen specifically for their reported performance

on Russian text. Availability on our compute infrastructure and reproducibility considerations

also guided the final choice.

5. Experimental Results

In all tables models are grouped by parameter count: within each size group, the best result

is underlined, and the overall best is in bold type. Values are mean 4+ SD across test documents.

Metrics of automatic book summarization across models and methods are shown in Tab.

Table 2. Main evaluation results

Model Metrics Hierarchical Blueprint . Hlerarchlcal. .Blueprlnt.
with node filtering | with clustering
bertscore 60.0 £+ 3.1 58.0 + 4.0 60.0 £+ 2.9 58.4 £+ 3.6
rouge-1 13.7 £ 3.9 12.6 + 4.6 13.5 + 3.7 11.2 + 3.9
DeepSeek V3 coverage |53.57 + 21.66| 40.19 4+ 23.68 | 45.00 + 23.03 |34.68 + 23.77
agreement| 42.38 + 17.73 | 32.31 + 19.33 35.64 + 18.88 27.76 £ 19.75
time 196.77 + 187.85|315.67 + 321.89| 147.21 4+ 146.4 [132.60 £+ 197.25
bertscore 61.2 + 3.0 61.6 &+ 3.3 60.9 + 2.7 59.3 + 3.4
rouge-1 14.9 + 4.0 15.8 + 4.5 14.8 £+ 3.7 12.2 + 3.6
Qwen3-235B-A22B |coverage | 52.48 £+ 20.79 |54.78 + 21.16| 44.54 + 23.03 30.19 £+ 21.96
agreement| 41.68 + 17.18 | 43.99 + 17.54 35.67 + 18.87 24.10 £ 17.62
time 103.49 + 97.30 |230.35 £+ 271.03| 83.06 £+ 102.05 |158.30 + 196.35
bertscore 57.3 £ 2.9 58.9 £+ 3.6 57.7 + 3.3 55.3 = 3.3
RuadaptQwen3-325 rouge-1 11.0 £ 24 10.6 £+ 3.2 10.7 £ 24 7.8 £ 2.1
Instructy2 coverage | 33.12 + 21.50 | 33.18 + 22.83 32.19 £+ 22.52 17.72 + 15.23
agreement| 25.25 + 16.94 | 26.21 + 18.22 24.82 £ 17.74 13.97 + 12.39
time 218.30 £+ 195.16|379.24 £+ 500.40| 166.79 £ 164.61 |286.35 + 395.97
bertscore 59.4 £+ 3.0 59.0 £+ 4.9 59.5 £+ 3.3 58.2 £+ 3.7
rouge-1 13.8 + 3.1 14.7 + 4.9 13.5 + 3.0 11.8 + 3.9
tpro coverage | 40.27 + 20.23 | 40.83 + 22.42 37.13 £+ 20.72 26.03 + 18.44
agreement| 31.77 + 16.63 | 32.60 + 18.57 29.44 + 16.83 20.83 + 15.26
time 367.32 4+ 324.49|592.39 + 772.19| 267.73 £ 253.34 |247.59 + 361.20
bertscore 55.4 + 2.9 56.1 + 4.9 55.8 + 2.9 54.0 + 4.0
RuadaptQwen2.5-7B rouge-1 8.6 £ 25 10.1 + 3.9 8.7+ 25 7.7+ 28
Lite.Beta coverage | 19.66 + 17.77 | 24.94 + 21.08 20.31 £ 17.95 15.51 + 14.83
agreement| 15.16 + 14.11 | 20.03 + 17.50 15.94 + 14.39 12.23 + 12.30
time 68.86 £ 64.85 |126.84 £+ 145.74| 53.59 + 47.28 76.66 £ 91.78
bertscore 62.5 £+ 3.5 61.1 + 3.8 62.1 + 3.2 61.5 + 3.3
rouge-1 16.9 +£ 5.1 15.8 £ 5.1 16.4 + 4.7 14.3 £ 44
yagptblite coverage | 36.85 + 19.40 | 33.17 + 21.58 31.75 £ 20.06 24.28 £ 16.95
agreement| 29.69 + 16.43 | 26.58 + 18.13 25.60 £+ 16.85 19.70 + 14.29
time 31.02 4+ 28.51 [113.34 + 123.78| 27.39 + 28.05 42.15 + 56.50

In terms of exact matching (ROUGE-L) and semantic replication all models exhibit similar

behavior. Low ROUGE-L scores can be explained by high sensitivity to word permutation which
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are common in Russian paraphrasing. While BERTScore, also vulnerable to this kind of text
perturbations comparing its values to our established similarity threshold (0.85), indicates a
major semantic dissimilarity with reference summary. Our question-based metrics (Coverage and
Agreement) also confirm frequent summary content deviation. However, these metrics seem to be
much more efficient at distinguishing real storytelling errors as they demonstrate a considerably
wider value range at the same BERTScore levels.

The best overall performance was achieved by Qwen3-235B-A22B: it delivered the highest
coverage and answer agreement. At the same time, the hierarchical method with node filtering
offered the best quality-time trade-off. It significantly sped up processing (e.g., almost 2x faster
for DeepSeek V3), with comparable quality to the blueprint method which on average achieved
the best metrics. The exception was Qwen3-235B-A22B, which achieved its top results with the
baseline blueprint. Experiments show that the hierarchical method with node filtering provides
the best compromise between speed and quality.

Table 3. Comparison of the best and worst english-translated generated summaries

Title Text
A Sound
of Thunder

... The main character, Eckels, a thrill-seeking and overconfident hunter,
pays a huge sum of money for the chance to travel 60 million years
back in time to kill a Tyrannosaurus rex. Before the journey, the guide
Travis strictly warns him about the rules: under no circumstances should
anyone step off the anti-gravity Path or interfere with the natural course
of events, as even the slightest violation could catastrophically change the
future.. .. Travis explains the fragility of the temporal balance: even
the death of a single mouse could wipe out entire species, and
thus alter human history. The group tracks down a Tyrannosaurus,
marked with red paint — a sign that its death will not affect the future.
However, at the sight of the giant predator Eckels panics, steps off the
Path, and accidentally crushes a butterfly... Upon returning to 2055
...the world has changed beyond recognition: the language is coarse,
the atmosphere oppressive, and instead of the moderate President
Keith, a cruel dictator, Deutscher, is in power. Eckels realizes that his
carelessness triggered the “butterfly effect” — the crushed insect set off
a chain of events that distorted history. In despair, he begs to undo the mistake,
but Travis, understanding the irreversibility of the consequences,
raises his rifle. ...

Kastrjuk ... The story takes place in a Russian village in early spring, where nature

awakens, but people’s lives remain harsh and monotonous. The main

character — an old man named Semyon, nicknamed Kastrjuk, is
spending his final days in loneliness, tormented by memories of his former
strength and regrets over his present frailty. Once he was known as the
best worker in the district, but now, frail and forgotten, he is forced to stand

aside while his fellow villagers work in the fields. ...Only in the evening,

persuading his son to let him go to the night watch (to herd horses),
does Kastrjuk find brief happiness. Out in the open, among the children

and under the starry sky, he feels almost young again. By the pond, a mare

drinks water reflecting the sunset, while the old man, looking at the Milky

Way, whispers a prayer — as if he is reconnecting with the world
and regaining lost harmony. But it is only a fleeting solace: tomorrow he

will again face hopeless loneliness and the realization of his own uselessness.
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The deviation of question-based metrics can be illustrated by results of hierarchical method
obtained by DeepSeek V3. Two summaries were chosen for the analysis: “A Sound of Thunder”
and “Kastrjuk”. In the first case the model scored high, answering all but one question, but the
other summary contained answers to only two questions out of eleven, leading to a low score.
These two summaries are shown in Tab. For brevity only the main points that affected the final
metric were highlighted. The “Kastrjuk” summary contains many lyrical digressions and stylistic
details, making it hard to capture the essence, so the model gets distracted from key facts, whereas
in “A Sound of Thunder” events are presented sequentially and clearly, with core plot elements
explicitly listed, simplifying retrieval of important information. In the texts, bold type marks
plot-relevant fragments, while underlined type indicates content that could be omitted.

Table 4. Comparison of models in summary generation using the “Blueprint” method
(english-translated)

Model Text

*

RuadaptQwen3 | “The company *Time Safari* organizes paid excursions into the past for
dinosaur hunting, using time machines capable of moving between eras. Clients

are required to follow strict rules: to stay on the metal Path ...”

tpro “In the text, the main character, Eckels, goes on a time safari in order to kill
a Tyrannosaurus rex. The company that organizes the safari guarantees only
dinosaurs and strictly forbids hunters from stepping off the Path ... Mr. Travis,
the safari guide, explains that even the destruction of a single mouse could lead
to the extinction of all its descendants ...”

DeepSeek V3 | “**Summary by outline:** 1. **Eckels** — the hunter ...2. **The company

2%k

‘Time Safari’** organizes hunting in the past ...3. **Travis** — the guide

b2

supervising the expedition. ...

Comparing model behavior, DeepSeek V3 generally outperforms smaller models; however,
within the blueprint method, in 30% of cases RuadaptQwen3-32B-Instruct-v2 performs best, and
tpro in 43%. For reference, consider the summary for “A Sound of Thunder” generated with
the blueprint method, with small excerpts shown in Tab. [4| While the DeepSeek V3 summary
resembles a numbered list of main events, the outputs from RuadaptQwen3-32B-Instruct-v2 and
tpro are cohesive narratives that cover the key plot points.

Table 5. Comparison of hierarchical and blueprint methods

Method Text
Hierarchical ...Zhulka is a graceful, well-groomed horse that lives on the estate ...
Blueprint ... Zhulka was a small black dog with yellow markings ...

Note that the best result overall was achieved by the blueprint method with the large model
Qwen3-235B-A22B, as shown in Tab. For comparison, on the story “Barbos and Zhulka”,
the hierarchical method with Qwen3-235B-A22B misclassified “Zhulka” as a horse rather than a
dog as shown in Tab. 5| Also, DeepSeek V3 tends to strictly follow the blueprint template and
produces a numbered list of key events and main characters, rather than a coherent summary,
whereas Qwen3-235B-A22B writes plain text. Thus, the unmodified blueprint method delivered
the best results when using the strongest available model — Qwen3-235B-A22B.
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Table 6. Runtime (seconds) for a text of 81049 characters (11 chunks)

Model Hierarchical . Hlerarchlcal' Blueprint .Blueprlnt.
with node filtering with clustering
DeepSeek V3 237.83 72.42 292.80 268.75
Qwen3-235B-A22B 113.24 39.45 215.63 145.20
RuadaptQwen3-32BInstruct-v2 218.23 72.54 227.7 203.30
tpro 472.23 127.38 391.29 185.94
RuadaptQwen2.5-7B-Lite-Beta 84.64 25.70 103.66 78.99
yagptblite 34.17 14.08 99.70 27.26

To confirm the efficiency of proposed algorithm modifications and to measure the actual
speed up, we conducted an isolated test using text “1408” by Stephen King. The average results
of three runs are provided in Tab.@ Interestingly, larger models such as Qwen3-235B-A22B and
DeepSeek V3 showed higher speed than some 32B models achieving almost a 300% speed up
on some stories. A key reason is the Mixture-of-Experts (MoE) architecture: during generation
only a subset of parameters is active (e.g., &= 30B out of ~ 600B), thus maintaining throughput
of smaller models while having substantially higher level of knowledge and task solving skills.
Moreover, both RuadaptQwen3-32BInstruct-v2 and tpro generate at least 1.5x more tokens, which

noticeably increases the overall runtime.

Conclusion

In this work we introduced RuBookSum, the first open dataset for Russian long-narrative
summarization. To address high computational costs of LLM-based summary generation, we
proposed two optimizations to existing approaches: hierarchical with node filtering and blueprint
method with clustering. The hierarchical method with node filtering achieves up to 300% speed
up with minimal quality loss, making it a perfect choice for long-document summarization under
tight context window limits.

Our comparative analysis shows that larger models such as DeepSeek V3 and
Qwen3-235B-A22B generally deliver higher key question coverage and factual agreement while
having more complete summaries than smaller models, especially with hierarchical and blueprint
methods. However, for certain text types and methods (e.g., baseline blueprint), more compact
models such as RuadaptQwen3-32B-Instruct-v2 can be a competitive cost-efficient alternative.
Qualitative analysis shows that models are better at summarizing linear texts with simple
descriptions of events, while books with an abundance of lyrical digressions lead to models
omitting key facts. In addition, while blueprint method in conjunction with strong model such as
Qwen3-235B-A22B gives the best results, some of generated summaries may turn out to be similar
to a enumeration of key events, rather than a coherent text. This implies that future research
should consider more advanced quality metrics that would account for stylistic deviations.

Limitations

Larger-scale study is required to establish statistical significance for the reported metrics and
to make defensible claims that one method truly outperforms another. Outcomes can vary with
many factors: the choice of models, the composition of the test set (which specific books, genres,
and lengths are included in), etc. Accordingly, in this submission we limit ourselves to descriptive
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reporting and refrain from significance claims, a full inferential analysis as well as small-scale
human analysis is deferred to future work.

We fixed the node-filtering threshold at 6 = 0.85 as a pragmatic choice. If § were too small,
too many fragments would be filtered out, risking loss of useful content, and if too large, most
fragments would be kept, defeating the purpose of filtering. A full sensitivity study of 0 is left for
future work.

Acknowledgements

The study was supported by grant No. 25-11-00191 from the Russian Science Foundation.
The work was carried out using the “MSU-270" supercomputer of the Lomonosov Moscow State
University.

This paper is distributed under the terms of the Creative Commons Attribution-Non
Commercial 3.0 License which permits non-commercial use, reproduction and distribution of the
work without further permission provided the original work is properly cited.

References

1. Huot, F., Maynez, J., Narayan, S., et al.: Text-blueprint: An interactive platform for
plan-based conditional generation. In: Croce, D., Soldaini, L. (eds.) Proceedings of the 17th
Conference of the European Chapter of the Association for Computational Linguistics: System
Demonstrations. pp. 105-116. Association for Computational Linguistics, Dubrovnik, Croatia
(May 2023). https://doi.org/10.18653/v1/2023.eacl-demo.13

2. Kim, Y., Chang, Y., Karpinska, M., et al.: FABLES: Evaluating faithfulness and content
selection in book-length summarization. In: First Conference on Language Modeling (2024)

3. Kryscinski, W., Rajani, N., Agarwal, D., et al.. BOOKSUM: A collection of datasets for
long-form narrative summarization. In: Goldberg, Y., Kozareva, Z., Zhang, Y. (eds.) Findings
of the Association for Computational Linguistics: EMNLP 2022. pp. 6536-6558. Association
for Computational Linguistics, Abu Dhabi, United Arab Emirates (Dec 2022). https://
doi.org/10.18653/v1/2022.findings-emnlp.488

4. LibRusEc: Library of works of art. https://librusec.org/ (2025), accessed: 2025-07-30

5. Lin, C.Y.. ROUGE: A package for automatic evaluation of summaries. In: Text
Summarization Branches Out. pp. 74-81. Association for Computational Linguistics,
Barcelona, Spain (Jul 2004), https://aclanthology.org/W04-1013/

6. Liu, A., et al.: DeepSeek-V3 Technical Report. CoRR (2024), https://arxiv.org/abs/
2412.19437

7. Narodny Briefly: Digital library of short summaries of literary works. https://
wiki.briefly.ru/ (2025), accessed: 2025-07-30

8. Scire, A., Conia, S., Ciciliano, S., Navigli, R.: Echoes from Alexandria: A Large Resource
for Multilingual Book Summarization. In: Rogers, A., Boyd-Graber, J., Okazaki, N.
(eds.) Findings of the Association for Computational Linguistics: ACL 2023. pp. 853-867.

86 Supercomputing Frontiers and Innovations


https://doi.org/10.18653/v1/2023.eacl-demo.13
https://doi.org/10.18653/v1/2022.findings-emnlp.488
https://doi.org/10.18653/v1/2022.findings-emnlp.488
https://librusec.org/
https://aclanthology.org/W04-1013/
https://arxiv.org/abs/2412.19437
https://arxiv.org/abs/2412.19437
https://wiki.briefly.ru/
https://wiki.briefly.ru/

D.A. Grigoriev, D.V. Khudiakov, D.I. Chernyshev

Association for Computational Linguistics, Toronto, Canada (Jul 2023). https://doi.org/
10.18653/v1/2023.f indings-acl.54

9. T-Bank: T-Bank has opened access to its own Russian-language language model in the
7-8 billion parameter weight category. https://www.tbank.ru/about/news/20072024-t-
bank-opened-access-its-own-russian-language-language-model-weight-category-
0of-7-8-billion-parameters/ (2024), accessed: 2025-08-21

10. Tikhomirov, M., Chernyshov, D.: Facilitating Large Language Model Russian Adaptation
with Learned Embedding Propagation. Journal of Language and Education 10(4), 130-145
(Dec 2024). https://doi.org/10.17323/j1e.2024.22224

11. Wu, J., Ouyang, L., Ziegler, D.M., et al.: Recursively summarizing books with human
feedback (2021), https://arxiv.org/abs/2109.10862

12. Yandex: YandexGPT 5 with reasoning mode. https://ya.ru/ai/gpt (2025), accessed:
2025-07-30

13. Yang, A., et al.: Qwen3 technical report (2025), https://arxiv.org/abs/2505.09388

14. Zhang, T., Kishore, V., Wu, F., et al.: BERTScore: Evaluating Text Generation with BERT.
In: 8th International Conference on Learning Representations, ICLR 2020, Addis Ababa,
Ethiopia, April 26-30, 2020. OpenReview.net (2020), https://openreview.net/forum?id=
SkeHuCVFDr

Appendix A. Blueprinting Prompts and Examples

This appendix provides the full English translated prompt templates used in the blueprinting

pipeline as well as illustrative English translations of the /A pairs.

A.1. Prompt Templates
Blueprint: Question Generation

Create a plan for the following text as a list of key questions

that help capture the text’s main elements.

Strictly follow the rules:
- Questions must reveal the main events, characters, conflicts,
and important details.
- Do not create more than 15 questions; choose only the most essential ones.
- Avoid semantically duplicate questions.
— Output questions only, each on a new line, without numbers

or any additional explanations.

Text:

{chunk}
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Blueprint: Answer Generation

Answer the question using exclusively the information from the provided text.

Strictly follow the rules:

- Be as precise and concise as possible.

- Do not add explanations, commentary, or analysis beyond the text.
- Preserve the original terminology and proper names from the text.

- Use only the information provided in the text.

Text:

{chunk}

Question:
xx{question}**

Question Generalization

Formulate one generalized key question that:
- Covers the common theme of all questions,
- Preserves their semantic essence,

- Eliminates redundancy and duplication.

Source questions:

{questions}

Output only the final generalized question without additional comments.

Summary from Blueprint (with Q/A)

Using the following plan of questions and answers, create a concise
summary of the text presented below. Ensure the summary is logically
coherent and preserves the important elements of the original context.
Do not add anything extraneous.

Plan:

{blueprint}

Text:

{chunk}
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Summary from Blueprint (questions only)

Using the following plan of questions, create a concise summary of
the text presented below. Ensure the summary is logically coherent
and preserves the important elements of the original context.

Do not add anything extraneous.

Plan:

{blueprint}

Text:

{chunk}

A.2. Tllustrative Q/A Examples

The examples below are translated into English and reflect typical outputs produced by the
blueprinting stage on two different stories.

Q1. Who is Mike Enslin and what motivates him? A. Mike Enslin is a writer who
investigates alleged paranormal phenomena. He is driven by professional curiosity and the
need to gather material for his book, despite his underlying skepticism.

Q2. What happened to the tower after Maisie was lowered? A. The Wolverden Tower
was destroyed: a lightning bolt split it, and part of the structure collapsed. This occurred
about an hour after Maisie was lowered.
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Large language models (LLMs) are increasingly tested on reasoning-intensive benchmarks, yet
their performance on complex quiz-style tasks remains underexplored. In this paper we evaluate
modern open-source LLMs on the Russian intellectual game What? Where? When?, a challenging
format requiring fact recall, associative reasoning, and interpretation of hidden clues. We intro-
duce a new dataset of 2600 questions (2018-2025), enriched with empirical human team success
rates and annotated with structural and thematic clusters. We benchmark 14 recent open models
accessible via API using both automatic metrics (Exact Match, BLEU, ROUGE) and an LLM-as-
a-Judge framework. The best system, Qwen3-235B-A22B-Thinking, achieved 32.4% accuracy, but
still lagging behind the average human team success rate (45.8%). Large-scale reasoning-enabled
models consistently outperformed non-reasoning or smaller counterparts, particularly in domains
such as technology, ancient world, psychology, and nature. However, omission, wordplay, and
proper-name questions remained difficult across all systems. Comparison with CheGeKa (MERA
leaderboard) shows that our dataset is substantially harder: while leading proprietary and open
models reach EM of 0.534-0.645 and 0.442 on CheGeKa, respectively, the strongest model in our
benchmark achieves only 0.255 EM. Correlation analysis indicates that human and model percep-
tions of difficulty only weakly align, suggesting different problem-solving strategies. Qualitative
case studies further show that models excel more in fact recall than in reconstructing hidden
logic. Our findings highlight both the progress of open LLMs and their current limitations in
quiz-style reasoning. The new dataset offers a complementary and more challenging benchmark
for Russian-language evaluation.

Keywords: Large Language Models (LLMs), question answering, reasoning, evaluation met-
rics, quiz datasets, LLM-as-a-judge, human-Al comparison.

Introduction

Recently, there has been a growing interest in evaluating large language models (LLMs)
on tasks that require: (1) extensive and well-organized memory; (2) ability to hold multiple
information units in working memory while tracking chains of thought; (3) logical-associative
reasoning; and (4) fluid intelligence — the capacity to tackle novel problems beyond rote patterns
. These competencies are particularly well-tested in intellectual games such as
What? Where? When? . What? Where? When? (Russian: Chto? Gde? Kogda?) is a long-
running Russian intellectual quiz game similar to Jeopardy, where teams of players are given one
minute to answer complex, riddle-like questions that often involve hidden clues, wordplay, and
multi-step reasoning . Such games offer a challenging testbed to assess LLM reasoning ability.

While many widely used benchmarks (such as BIG-Bench , MMLU , and GSM-
SK ) offer multi-step reasoning challenges, they are often too general or already included
in model training data. Quiz-style datasets like TriviaQA , QANTA (Quizbowl) , and
HotpotQA provide more direct parallels to trivia competitions, yet still focus mainly on
fact recall or retrieval. More recent resources, including modeLing (Linguistics Olympiad puz-
zles) @, TurnBench-MS (multi-turn logic games) , and QUENCH (open-domain quizzing

!Buropean University at St. Petersburg, St. Petersburg, Russian Federation
2Vyatka State University, Kirov, Russian Federation
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with masked rationales) , better mirror the cognitive demands of What? Where? When? and
allow for more robust assessment of reasoning and inference beyond standard static tasks.

However, existing studies on LLM performance in intellectual quiz-style tasks are limited.
Prior work has often relied on outdated datasets, such as those likely already included in model
pre-training corpora, and on models that no longer represent the state of the art. Moreover,
there remains a lack of comparative benchmarks against human teams, and insufficient analysis
of how performance varies with question themes and structural features.

In this paper, we address these gaps by presenting a refreshed and rigorous evaluation of
modern, open LLMs in the context of What? Where? When? game. First, we construct a novel
dataset of 2600 questions and answers from What? Where? When?, annotated with human team
answer-rates. We then perform structural and thematic clustering of the dataset, enabling fine-
grained analysis. Employing an “LLM-as-a-Judge” methodology, we evaluate model responses
across question clusters for 14 open models accessible via API, identifying both strengths and
systematic errors, and complement this analysis with automatic metrics such as Exact Match,
BLEU, and ROUGE. Through this analysis, we demonstrate how LLM success correlates with
question type and topic, and highlight key reasoning limitations. We also compare model per-
formance to human teams using the recorded success rates and analyze how question difficulty
aligns across humans and models. Finally, we present qualitative case studies — successes and
failures — that illustrate typical reasoning patterns and types of errors.

Our contributions are as follows:

e We created a new dataset of 2600 What? Where? When? questions with human team

success rates.

e We applied structural and thematic clustering to enable fine-grained analysis of reasoning

requirements.

o We evaluated 14 recent open-access LLMs using LLM-as-a-Judge and automatic metrics,

and compared their performance to human teams.

e We analyzed results across clusters, identifying strengths, recurring reasoning failures, and

systematic challenges for LLMs.

e We complemented the quantitative results with qualitative case studies that illustrate

characteristic successes and errors.

The remainder of this paper is organized as follows. Sectionreviews previous work on quiz-
style question answering and reasoning evaluation of large language models. Sectiondescribes
the construction and annotation of our What? Where? When? dataset. Section [3]details the
methodology of our experiments, including model selection, evaluation metrics, and analysis
procedures. Sectionpresents and discusses the results, highlighting model performance across
structures, topics, and comparisons with human teams. Finally, thesummarizes the
key findings and outlines directions for future research.

1. Previous Work

Research on LLMs in quiz-style question answering spans two main directions. On the
one hand, traditional trivia corpora such as TriviaQA , QANTA (Quizbowl) , and Hot-
potQA provide large-scale collections of factoid or multi-hop questions. These datasets are
valuable for measuring knowledge coverage and retrieval ability, but they only partially re-
flect the associative reasoning and hidden-clue structure characteristic of intellectual games. On
the other hand, a new generation of reasoning-oriented benchmarks (including modeLing @,
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TurnBench-MS , and QUENCH ) explicitly targets logical inference, multi-turn reason-
ing, and puzzle-like inference. These resources move closer to the spirit of What? Where? When?,
though they remain English-centric and do not capture its cultural specificity.

In the Russian-language context, the most significant contribution to date is the CheGeKa
dataset , which contains nearly 29 375 Jeopardy-style questions annotated by topic and
difficulty. CheGeKa distinguishes between factoid and reasoning tasks and introduced a scoring
system adapted to gameplay. It has become the reference benchmark for Russian quiz QA,
with a public leaderboard [1| where human teams still lead (token-wise F1=0.719, EM=0.645).
Among proprietary models, Gemini 1.5 Pro (F1=0.630, EM=0.534) and Claude 3.7 Sonnet
(F1=0.630, EM=0.526) perform best, while the strongest open model, DeepSeek-V3-0324, trails
behind (F1=0.531, EM=0.442).

Other studies have explored model behavior on quiz questions in smaller settings. Lifar et
al. tested LLaMA3-405B on a 416-question CheGeKa sample and showed that multi-agent
prompting strategies such as self-consistency and suggesterdiscriminator improved Exact Match
by about 8 percentage points over single-agent baselines. Alenmacher et al. |3| introduced wwm-
german-18k, a German multiple-choice dataset, and found that accuracy remained high on easy
questions but dropped to near-random on the hardest levels. Hu et al. proposed a dynamic
benchmark of interactive games (Akinator, Taboo, Bluffing) for testing deductive, abductive, and
inductive reasoning, showing that different frontier models excel in different reasoning modes.

Our work extends this literature by introducing a new Russian dataset of 2600 What?
Where? When? questions (2018-2025), enriched with empirical human success rates — an
element absent in prior corpora. Unlike earlier studies, we combine structural and thematic
clustering, evaluation of 14 recent open models, and comparison to human teams, complemented
by qualitative case studies of successes and failures.

2. Dataset

The What? Where? When? quiz questions were collected from the 1Q Game websit The
initial dataset contained 3526 entries, which were then preprocessed: blitz questions, multi-part
questions with limited answering time, questions with accompanying materials, and rarely used
questions were removed. Specifically, we excluded questions that had been played fewer than
100 times on the platform.

After filtering, the final datase included 2600 unique questions spanning 2018-2025, with
an average length of 29.1 words. An example question is shown in Fig.

Using regular expressions, we identified five structural clusters of questions (Tab. . Each
question was assigned only to the first matching cluster in a priority hierarchy, where more
specific patterns had higher precedence.

We employed a two-step procedure for thematic clustering:

1. generation of a list of topics using BERTopic @, HDBSCAN algorithm , and embeddings
from FRID model;
2. assignment of questions to the identified topics using Qwen3-235B-A22B model.

To avoid bias from structural patterns, these were stripped from the questions before the-

matic clustering. Embedding dimensionality was reduced from 1536 to 50 using UMAP . Op-

3https://iqga.me
“https://github.com/kotelnikov-ev/quiz-dataset
Shttps://huggingface.co/ai-forever/FRIDA; we used “categorize_topic: 7 prefix.
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Example Question

id: 3453

Answer: Nativity of Christ

planned to be placed.
Answer rate: 82/188 (44%)

Season: 2024-2025

Question: According to the construction plan, the scene depicting THIS was
supposed to be located high above. To better capture the perspective,
Antonio asked to hoist a donkey. Answer in two words: what is THIS?

Accepted answers: Birth of Jesus; Christmas Nativity

Commentary: During the construction of the Sagrada Familia, Gaud asked
to hoist a donkey by a winch to the height where the Nativity scene was

Figure 1. Illustrative example of a quiz question

Table 1. Structural clusters of questions

Cluster Number Share, % Examples of questions (answer)

Word substitution 1363 52.4 In a story by John Coetzee, a savage

(HE, SHE, X, SUCH, brought HIM to life with his breath. Name

DOING THIS, ...) HIM (fire).

Answer format (answer 477 18.3 A riddle of Turkic nomads: “I sit on a hill,

in N words, consecutive stepping on copper bowls.” Name these

letters, etc.) bowls in one word (stirrups).

Omission (missing 128 4.9 A jewelry studio is called Room. Write the

word/letter, abbrevia- two Latin letters that we omitted in the

tion) name of this studio (au[room]).

Name (proper name re- 85 3.3 Name the person who, according to Michel

quired) Pastoureau, was often depicted with black
lips (Judas).

Other o547 21.0 What did Tsvetan Angelov call the spears
of the snow army? (icicles).

Total 2600 100

timal UMAP and HDBSCAN parameters were selected via the Tree-structured Parzen Estimator

implemented in optunﬁ targeting silhouette maximization and noise minimization.

This process yielded 30 preliminary topic clusters (silhouette score: 0.331). To improve

interpretability, semantically similar clusters were identified and merged with the assistance

of the Claude Sonnet 4 model, which compared the most frequent terms and representative

questions for each cluster. The LLM was provided with 50 most frequent terms from each

Shttps://optuna.org
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cluster along with 15 randomly selected questions. As a result, we obtained 16 topic clusters
with automatically generated names. Subsequently, we assigned all questions to the identified
topics using Qwen3-235B-A22B model (Tab..

Although it is impossible to completely exclude the possibility of training data overlap, the
overall performance of the evaluated models on our dataset (see Section b suggests that large-
scale memorization of the questions is unlikely. If the dataset had been substantially included
in pretraining corpora, accuracy levels would plausibly be much higher.

3. Methodology

Our study included the following main stages:
1. Selection of a judge model from several proprietary models.
2. Obtaining answers to questions from several open models accessible via API.
3. Analysis of the answers.

3.1. Judge Model Selection

To evaluate the quality of the answers, we employed both automatic evaluation metrics
(such as Exact Match, BLEU , ROUGE-1 and ROUGE-L ) and the LLM-as-a-Judge
approach . BLEU was computed as a precision-oriented metric based on n-gram overlap, while
ROUGE-1 and ROUGE-L were calculated as Fl-scores combining precision and recall. Recent
studies indicate that metrics based solely on surface overlap (n-grams, exact spans) are limited
in their applicability to more complex QA tasks — for example, Chen et al. (2019) show that
F1 and similar metrics may not capture answer quality beyond extraction or simple generation
tasks . Similarly, Xian et al. (2025) demonstrate that in long-form question answering the style,
length and category of answers can heavily bias traditional automatic metrics, and LLM-based
evaluators exhibit significantly higher consistency with human judgments . We therefore
adopt the LLM-as-a-Judge approach as a complementary method, while acknowledging its own
limitations and the need for further review of semantic-based and embedding-based evaluation
metrics.

For the LLM-as-a-Judge, a random sample of 10% of the dataset (260 questions) was
selected to compare evaluations from candidate LLM judges against human annotators. For
these questions, answers were obtained from five open models: Gemma-3-27b-it, QwQ-32B,
Phi-4-multimodal, Llama-4-Scout-17B-16E, and Qwen3-32B (52 answers per model). Their
correctness was independently evaluated by two human annotators as well as by several pro-
prietary LLMs (available via API) considered as candidates for the role of judge. The human
annotators first labeled the answers of the open models independently. The initial inter-annotator
agreement was high, with only a few discrepancies that were discussed and reconciled to obtain
a consensus gold-standard set of labels. We then measured which candidate judge model aligned
best with this reconciled human annotation set, using Cohens kappa coefficient (Tab. . The
complete prompt used to instruct the judge model during automatic evaluation is shown below.
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Table 2. Topic clusters of questions

Cluster

Number

Share, %

Examples of questions (answer)

Literature

History

Art

Nature

Science

Etymology

Cinema

Technology

Ancient World

Games

Sports

Geography

Psychology

Design

Numismatics

Other

443

337

258

226

222

189

160

152

100

94

88

69

50

48

11

153

17.0%

13.0%

9.9%

8.7%

8.5%

7.3%

6.2%

5.8%

3.8%

3.6%

3.4%

2.7%

1.9%

1.8%

0.4%

5.9%

In the “Aeneid” it is said that Styx forms THEM.
Name THEM in two words (nine circles)
Interestingly, potatoes first appeared in China dur-
ing the rule of... Which dynasty? (Ming)

Who demanded to rename his painting to “Love in
the Bin”? (Banksy)

In the illustration to the first chapter of Dr. Ko-
marovskys parenting guide, a plant is shown. Which
one? (cabbage)

“First the sails, then the ships hull.” Aristotle used
this observation to prove... What? (sphericity of
Earth)

In Norway THIS is called krgllalfa—curly alpha.
Name THIS (@)

Maria Scholl writes that the Swiss remain true to
tradition and still announce IT in local cinemas.
Name IT (intermission)

In the late 1970s a famous company hired young
people to stroll around Tokyo. What were they ad-
vertising? (Sony Walkman)

Whom did the Aztecs equate with warriors fallen
in battle? (women who died in childbirth)

At an event, a chess player from a TV series is asked
to say “queen.” Instead of which word? (cheese)
MMA fighter Diana Avsaragova threw in the towel
already during IT. Name IT (weigh-in)

What name was given to the land where Indians
wore moccasins of roughly tanned hides? (Patago-
nia)

A wealthy patient of Sigmund Freud had a phobia
because of which he literally... did what? (laun-
dered money)

One ATM in Vienna is stylized as HER. Name HER
with a hyphenated word (piggy-bank)

The first German radio listener paid 350 marks for
the right to use a receiver. In this question we omit-
ted nine of THEM. Name THEM (zeros)

A Russian tattoo salon is called “Yes and No.”
Which two rhyming words did we replace? (wants,
hurts)

Total

2600

100

2025, Vol. 12, No. 3

95



Do Open LLMs Know What, Where, and When? A Case Study with Quiz-Style Questions

B

You are an expert evaluating answers in an intellectual quiz game.
Your task is to assess a list of answers to questions. Evaluate each
answer independently of the others. For each question, you are given:
- "id" - question identifier,

- "question" - the question text,

- "answer" - the answer to be evaluated,

- "correct_answer" - the correct answer,

- '"variations" - acceptable alternative answers that should also be
considered correct.

Return only JSON, without any additional comments: a list of evaluations,
where each item is a dictionary with the keys:

- "id" - question identifier,

- "is_correct" - a boolean value indicating whether the answer is correct.

Table 3. Agreement of proprietary models with annotators (Cohen’s kappa).
Best value is in bold, second-best is underlined

Judge model Cohen’s &
GPT-4.1 0.9370
Gemini-2.5-flash 0.9348
Claude-sonnet-4 0.8984
Gemini-2.0-flash-001 0.7444
GPT-4.1-mini 0.6907
GPT-40-mini 0.6429
Claude-3.5-haiku 0.5448

The best results were demonstrated by GPT-4.1 and Gemini-2.5-flash. Since at the time
of the study the API cost of GPT-4.1 was several times higher than that of Gemini-2.5-flash,
the latter was chosen as the judge model, as the quality difference was negligible.

3.2. Answer Generation

We evaluated 14 open-source models, focusing on recently released models accessible via
API
e DeepSeek family:
— DeepSeek-R1-0528: Mixture-of-Experts (MoE) architecture; reasoning-first RL
model from the V3 family.
— DeepSeek-V3-0324: MoE, 671B total / 37B active.
— DeepSeek-V3.1: MoE, hybrid thinking / non-thinking variant.
e Qwen family:
— Qwen3-235B-A22B-Thinking: MoE, 235B total / 22B active; reasoning-oriented.
— Qwen3-235B-A22B: MoE, 235B total / 22B active; hybrid (instruction + reasoning).
— Qwen3-30B-A3B: MoE, 30B total / 3B active; hybrid (instruction + reasoning).
— Qwen3-32B: dense, 32B; hybrid (instruction + reasoning).
— QwQ-32B: dense, 32B; reasoning-oriented.
e Llama family:
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— Llama-4-Maverick-17B-128E: MoE; 128 experts, long-context optimization.

— Llama-4-Scout-17B-16E: MoE; 16 experts, efficiency-focused.
Kimi family:

— Kimi-K2-Instruct: MoE; ~1T total / 32B active; long-context model.
GPT-0SS family:

— GPT-0SS-120B: MoE; ~117B total / 5.1B active; reasoning-tuned.
e GLM family:

— GLM-4.5-Air: MoE; ~106B total / 12B active; hybrid reasoning.

Gemma family:

— Gemma-3-27B-it: dense; 27B instruction-tuned model for dialogue and QA.

We focused on open-source models because they can, in principle, be reproduced or fine-
tuned by the community, unlike proprietary counterparts. At the same time, many of the
strongest open models require substantial computational resources to run locally. Since our ac-
cess to hardware was limited, we relied on those open models that are available via the DeepInfra
AP This setup enabled systematic evaluation across families and scales at a fraction of the
cost of operating large models in-house.

The same prompt was used for all models:

You are participating in an intellectual quiz game.

Please briefly reason about the following question and provide an answer.
Question: {question}.

Output your reasoning and answer in JSON format:

{ "reasoning": "your reasoning here",

"answer": "your answer here" }

All models were used in their default inference configuration as provided in the official
model documentation. The temperature was set to zero to improve determinism. Each model
was allowed up to five attempts per question, not to introduce variability, but to handle cases
where a model produced no valid response due to output looping or incorrect formatting. If no
answer was generated, the maximum output length was increased by 1000 tokens at each retry
(starting from 2000 tokens). Despite these multiple attempts, in some cases models still failed
to produce any valid answer; such cases were recorded as unanswered and treated as incorrect
in subsequent evaluation.

3.3. Answer Analysis

Answer evaluation was carried out using two approaches: (1) automatic metrics
(Exact Match, BLEU, ROUGE-1, ROUGE-L), and (2) evaluation by the judge model
(Gemini-2.5-flash).

Before applying automatic metrics, answers were lemmatized, lowercased, and stripped of
punctuation. Both the exact reference answers and acceptable variants provided in the dataset
were considered correct. For the LLM-as-a-Judge evaluation, the judge model classified each
response as correct or incorrect relative to the reference answers, yielding a binary decision.
From these judgments we computed Accuracy, defined as the proportion of correctly classified

responses.

"https://deepinfra.com

2025, Vol. 12, No. 3 97



https://deepinfra.com

Do Open LLMs Know What, Where, and When? A Case Study with Quiz-Style Questions

After preprocessing and evaluation with both automatic metrics and the judge model, we
analyzed the results along several dimensions: overall model performance, variation across struc-
tural and thematic clusters, alignment with human team success rates, and representative qual-

itative examples.

4. Results and Discussion
4.1. Overall Model Performance

Tablesummarizes the performance of 14 open-source LLMs on our benchmark, evaluated
with both automatic metrics and an LLM-as-a-Judge approach. The results show a considerable
variation across models, reflecting differences in reasoning capability, training paradigms, and
model scale.

Table 4. Performance of open models

Model Accuracy Reasoning EM BLEU R-1 R-L
DeepSeek-R1-0528 30.00 v 0.223  0.255  0.290 0.289
DeepSeek-V3-0324 29.00 0.222  0.250  0.287 0.286
DeepSeek-V3.1 29.65 0.227  0.258  0.292 0.291
Qwen3-235B-A22B-Thinking 32.42 v 0.255 0.290 0.320 0.319
Qwen3-235B-A22B 20.31 0.156  0.181  0.208 0.207
Qwen3-30B-A3B 6.12 0.047  0.052  0.065 0.065
Qwen3-32B 8.58 0.062  0.072  0.087 0.086
QwQ-32B 12.62 v 0.084 0.100 0.124 0.123
Llama-4-Maverick-17B-128E 21.77 0.172  0.199  0.227 0.226
Llama-4-Scout-17B-16E 13.81 0.100  0.123  0.148 0.147
Kimi-K2-Instruct 19.77 0.136  0.158  0.189 0.188
GPT-0SS-120b 13.65 v 0.095 0.107 0.128 0.127
GLM-4.5-Air 12.42 v 0.091  0.108 0.129 0.129
Gemma-3-27b-it 12.23 0.085 0.103 0.126 0.125

Among all evaluated systems, Qwen3-235B-A22B-Thinking achieved the best overall per-
formance, with the highest accuracy (32.42%) and superior results on all automatic metrics. Im-
portantly, this model explicitly incorporates a reasoning mode, which appears to contribute sig-
nificantly to its advantage over the non-reasoning counterpart Qwen3-235B-A22B, which reached
only 20.31% accuracy. This contrast highlights the effectiveness of explicit reasoning strategies
for complex question answering tasks, where solutions often require multi-step inference rather
than surface-level retrieval.

The DeepSeek family demonstrated relatively strong performance, with accuracies around
2930%. The reasoning-enabled DeepSeek-R1-0528 slightly outperformed the non-reasoning
DeepSeek-V3 and DeepSeek-V3.1 variants in terms of Accuracy, again underscoring the im-
portance of reasoning traces. However, the performance gap between the reasoning and non-
reasoning DeepSeek models was narrower than that observed in the Qwen3 family, suggesting
that other architectural or training factors may also play a role.

By contrast, smaller-scale models such as Qwen3-30B-A3B, Qwen3-32B, and QwQ-32B achieved
substantially lower accuracies (613%), with weak scores on EM, BLEU, and ROUGE. QuQ-32B,
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explicitly positioned as a reasoning-oriented variant, outperformed its standard dense counter-
part Qwen3-32B (12.62% vs. 8.58%), showing that reasoning specialization can bring relative
gains even at moderate scale. However, the absolute performance of both models remained low,
far behind the large reasoning-enabled Qwen3-235B-A22B-Thinking. This suggests that while
reasoning traces improve results, they cannot compensate for limited model size and knowledge
coverage.

Other evaluated families, including Llama-4, Kimi-K2, GPT-0SS, GLM-4.5-Air, and
Gemma-3, demonstrated moderate to low performance (1222% accuracy). While some of these
models occasionally produced plausible answers, their overall metrics remained below those
of the strongest DeepSeek and Qwen variants. Notably, both GPT-0SS-120B (~117B total /
5.1B active) and GLM-4.5-Air (~106B total / 12B active) are reasoning-enabled Mixture-
of-Experts architectures, yet their accuracy (1213%) was far below that of the much larger
Qwen3-235B-A22B-Thinking (235B total / 22B active, 32.42% accuracy). This contrast high-
lights that scale and effective integration of reasoning capabilities are critical: smaller MoE
models with reasoning signals did not achieve competitive performance.

To illustrate typical failure patterns of lower-performing models, Tab.shows two represen-
tative examples where all DeepSeek models and Qwen3-235B-A22B-Thinking produced correct
answers, while some weaker models, for example Kimi-K2-Instruct and Qwen3-32B, failed.
Both questions were among the easiest for human participants (answered correctly by over 96%
of them), which highlights the qualitative gap between the higher- and lower-performing models.

Table 5. Examples of failure cases of lower-performing models

Question: The symbiotic relationship attributed to certain birds is merely a legend. In
fact, these birds catch flies that appear in meat leftovers rather than DO THIS. What does
DO THIS mean?

Correct answer: clean crocodiles teeth
Kimi-K2-Instruct / Qwen3-32B: remove parasites from an animal

Question: When composer John Tesh came up with a good melody, he was in a hotel
and could not write the music down. To preserve the melody, he called his home number
of... whom?

Correct answer: himself

Kimi-K2-Instruct / Qwen3-32B: his wife

4.2. Performance by Question Structure

Figurepresents model accuracies broken down by the main structural categories of ques-
tions: word substitution, answer format, omission, name, and other (see Tab.. The results re-
veal systematic differences in difficulty across categories, as well as clear trends in how reasoning-
enabled models perform relative to their non-reasoning counterparts.

Word substitution questions (e.g., replacing pronouns or phrases) are the most frequent
type and generally yielded the highest accuracies across models (except for the Other category).
The best results were achieved by Qwen3-235B-A22B-Thinking (32.1%) and DeepSeek-R1-0528
(31.2%), with other DeepSeek variants following closely. Even medium models such as
Llama-4-Maverick (22.2%) and Kimi-K2-Instruct (19.1%) achieved moderate success here,
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Figure 2. Accuracy of LLMs across question structures

indicating that substitution tasks benefit from lexical flexibility and do not always require deep
multi-step reasoning.

Answer format questions (e.g., constrained by number of words or letter sequences) proved
more challenging, and the strongest results were achieved by Qwen3-235B-A22B-Thinking
(33.1%) and DeepSeek-V3.1 (32.3%). The gap between reasoning and non-reasoning models
is visible here: Qwen3-235B-A22B scored only 18.2%, suggesting that explicit reasoning helps
models interpret and enforce output constraints.

Omission questions (requiring restoration of missing words, letters, or abbreviations) were
the most difficult across all the models. Even the strongest models did not exceed 17% accuracy.
This category appears particularly challenging because it requires precise contextual recall or
cultural knowledge rather than general reasoning ability.

Name questions (requiring specific proper names) posed a considerable challenge. The
reasoning-enabled Qwen3-235B-A22B-Thinking achieved the best result (36.5%), clearly outper-
forming both its non-reasoning counterpart Qwen3-235B-A22B (24.7%) and large non-reasoning
models such as DeepSeek-V3.1 (34.1%). This contrast highlights that while scale alone can bring
solid performance, explicit reasoning traces provide an additional advantage for tasks demand-
ing precise entity recall. Mid- and small-scale models struggled markedly (e.g., Qwen3-30B-A3B
at 5.9%, Qwen3-32B at 11.8%), confirming that both scale and reasoning capabilities are crucial
for reliably handling proper-name questions.

Finally, the Other category, which aggregates more heterogeneous question types, confirmed
the general advantage of reasoning-enabled large models. Qwen3-235B-A22B-Thinking reached
36.0%, followed by DeepSeek-R1-0528 at 32.4%, whereas most mid-scale models remained below
26%.
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4.3. Performance by Question Topic

Figurereports accuracies by thematic category. The analysis highlights both the relative
difficulty of different knowledge areas and the advantage of reasoning-enabled models across
most topics.

Literature - 20.8 248
History - 35.0 32.6
Art- 271 29.5
Nature- 385  32.7
Science - 32.0 324
Etymology - 254  23.8
Cinema - 26.9 25.6
Technology - 434 388
Ancient World - 40.0  39.0
Games - 234 14.9
Sports- 261  23.9
Geography - 29.0 30.4

Psychology - 40.0  40.0  40.0

Design- 250 188 208
Numismatics -

| . 36.4

Other - 28.1 25.5 24.2
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Figure 3. Accuracy of LLMs across question topics

Questions from literature and art proved moderately challenging, with accuracies not exceed-
ing 30%. The best results in these categories were achieved by DeepSeek-V3-0324 (24.8% in lit-
erature; 29.5% in art), followed by Qwen3-235B-A22B-Thinking (23.9% / 29.1%), while smaller
dense models often remained below 15%. In history and the ancient world, reasoning-capable and
large-scale models performed much better: DeepSeek-V3.1 and Qwen3-235B-A22B-Thinking
reached 33-46%, and even mid-size models such as Llama-4-Maverick achieved moderate ac-
curacy (2437%), suggesting that historical knowledge is relatively well represented in training
COrpora.

Nature and science questions achieved relatively high accuracies.
Qwen3-235B-A22B-Thinking scored 41.2% in nature and 38.7% in science, while DeepSeek-R1
also performed strongly (38.5% and 32.0%). Smaller dense models again fell below 20%, indicat-
ing that large MoE architectures with reasoning support are especially effective for factual and
explanatory domains. In technology, results were even stronger: Qwen3-235B-A22B-Thinking
reached 48.7%, the best score across all categories, with DeepSeek-R1 and DeepSeek-V3.1
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exceeding 40%. This likely reflects both rich representation of contemporary technological
concepts in pretraining data and the reasoning-friendly structure of such questions.

Performance in specialized domains varied widely. In numismatics, DeepSeek-V3.1 achieved
63.6% accuracy (the single highest category-level result), but this figure is based on only 11 ques-
tions, so it should be interpreted with caution. Design questions proved difficult for all models,
with a maximum of 31.2% by Qwen3-235B-A22B-Thinking. Etymology also challenged most
systems, with top results below 26%.

In more culturally grounded or popular categories such as cinema, games, and
sports, even the strongest models rarely exceeded 27%. Here, reasoning-enabled models
(Qwen3-235B-A22B-Thinking and DeepSeek-R1) maintained a relative edge but still lagged
behind their performance in science and technology. Geography and psychology showed stronger
outcomes: Qwen3-235B-A22B-Thinking reached 36.2% and 42.0% respectively, while smaller
dense models rarely surpassed 20%.

Finally, in the heterogeneous “Other” category, large reasoning-enabled models again out-
performed their non-reasoning counterparts (Qwen3-235B-A22B-Thinking at 29.4% vs. 16.3%
for Qwen3-235B-A22B), while mid-scale models typically stayed around 1522%.

Overall, the thematic breakdown confirms that reasoning-enabled large-scale MoE models
consistently lead across domains, but their relative advantage varies depending on the knowledge
area, with particularly strong gains in technology, ancient world, psychology, and nature.

4.4. Comparison with Human Teams

Since the dataset includes empirical measures of human team performance for each question,
we first computed the average team success rate, defined as the proportion of correct answers
across all teams and all questions. This quantity reflects the expected probability that a randomly
selected team would answer a randomly selected question correctly.

A direct comparison of this measure with model accuracy, however, is not fully appropri-
ate. The average human success rate aggregates performance across a population of teams and
captures the distribution of abilities in the sample, whereas model accuracy describes the perfor-
mance of a single agent answering each question once. Thus, while both metrics are probabilities
of success on a random question, they represent different types of averages: one collective, the
other individual. For this reason, numerical values cannot be interpreted as strictly equivalent.

Nevertheless, with these limitations in mind, the overall level of performance of the models
can be interpreted against the human benchmark. In our case, the mean success rate of human
teams was 45.8%, whereas the best-performing model reached 32.4% accuracy. This indicates
that the model underperforms relative to the average human team, although the comparison
should be interpreted with caution.

To assess whether models and humans perceive question difficulty in a comparable way, we
examined the relationship between human success rates per question and model outcomes. We
computed Pearsons correlation (sensitive to linear relationships) and Spearmans rank correlation
(robust to monotonic but non-linear dependencies). Both coefficients converged to the same
result: a weak but statistically significant positive correlation (r ~ 0.19, p < 10722). This
indicates that questions which are easier for humans tend to be somewhat easier for the model
as well, though the strength of the relationship is limited.

We further stratified questions into ten groups according to human success rate (from 0-10%
up to 90-100%) and plotted model accuracy in each bin (Fig. . The barplot shows a clear
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upward trend: model accuracy rises from about 13% on the hardest questions (0-10% human
success) to about 62% on the easiest questions (90-100% human success). However, the model
consistently lags behind human teams, most strikingly on easy questions, where human success
approaches 100% while the model remains far below this ceiling.

70 1

!

30 1

Model accuracy (%)

20 1

10 1

0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

Human team success rate (by groups, %)

Figure 4. Accuracy of the model on questions grouped by human team success rate (%).
Darker colors indicate more difficult questions, lighter colors indicate easier ones. Error bars
show 95% bootstrap confidence intervals

In summary, models exhibit systematically lower average performance compared to human
teams and only partially align with human judgments of question difficulty. While there is
evidence of a shared gradient of difficulty (harder questions for humans also tend to be harder
for models), the relatively low correlations and persistent performance gap indicate substantial
differences in underlying problem-solving strategies.

4.5. Illustrative Case Studies

To complement the aggregate statistics, we present qualitative examples that illustrate where
human teams and models converge or diverge. We organize the cases into four categories (Tab.@:

e difficult for humans, answered correctly by the model;

e easy for humans, answered incorrectly by the model;

e difficult for both humans and the model;

e easy for both.

These examples suggest that models tend to perform better on questions that hinge on
recalling well-known facts or stable cultural associations, while they are less reliable when success
depends on reconstructing hidden logic, metaphors, or wordplay.
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Table 6. Examples of questions illustrating differences between human and model
performance. Answers produced by Qwen3-235B-A22B-Thinking model are shown. Correct
model answers are highlighted in green, incorrect ones in red

Question Human Model Correct
success answer answer
Difficult for humans, answered correctly by the model
“The achievement a player receives for the first 0.0% “Killer Queen”  Killer
queen checkmate on chess.com has the same Queen
name as a 1974 work. Name this work.”
“The slogan Let your fingers do the walking 2.5% “Yellow Yellow
belonged to THEM. In a note about THEM, Pages” Pages
Dennis Yu mentioned several tens of millions
of trees. Give THEIR name or say what THEY
are.”
Easy for humans, answered incorrectly by the model
“Recently, a prisoner serving a life sentence de- 96.8% “Constitutional clinical
manded release after HER. Name HER in two Court” death
words.”
“On the tram line between Dsseldorf and Duis- 95.1% “trailer car” dining car
burg, at certain times of the day, THEY used
to attach HIM to the trains. Name HIM.”
Difficult for both humans and the model
“Above the Goshin grove rise several bare tree 0.0% iNo answer,, bonsai
trunks, as if struck by lightning, though that
could not have happened. Goshin is one of the
most famous examples of group of THESE.
Name THIS with an indeclinable word.”
“Folk etymology traces THIS WORD to a nu- 0.5% “trizna” duel
meral. Researchers, however, believe it goes (Old Russian
back to a Proto-Indo-European root meaning funeral feast)
to cause pain. Name THIS WORD.”
Easy for both humans and the model
“The national motto of Switzerland emerged 100.0% “Unus pro om- One for all
in the second half of the 19th century. The nibus, omnes and all for
motto emphasizes that, despite the division of pro uno” one
the country into many cantons, if something
happens, each canton will support the others.
Name this motto.”
“The airtight armor made for Henry VIII in 99.0% “NASA” NASA

the 16th century allowed him to move quite
freely. Dan Snow writes that several centuries
later, Henry VIIIs armor attracted the inter-
est of specialists working on a commission for
which organization?”
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Conclusion

In this study, we introduced a new dataset of 2600 What? Where? When? questions col-
lected from 2018-2025 and enriched with empirical human success rates. Using structural and
thematic clustering, we provided a fine-grained view of question types and knowledge domains,
and evaluated 14 recent open-source LLMs with both automatic metrics and an LLM-as-a-Judge
approach.

Our results show that the strongest open models, such as Qwen3-235B-A22B-Thinking and
DeepSeek-R1, approach but do not surpass the average human team performance. Large-scale
reasoning-enabled architectures consistently outperformed their non-reasoning counterparts,
particularly in domains like technology, ancient world, psychology, and nature, while smaller
dense models lagged behind across categories. At the same time, omission and wordplay-based
questions remained difficult for all systems, underscoring persistent weaknesses in handling as-
sociative reasoning and linguistic creativity.

The inclusion of human answer rates allowed us to directly compare model accuracy with
human performance. Although correlations between model and human difficulty patterns were
statistically significant (r =~ 0.19, p < 10722), they were weak, suggesting that humans and
models rely on different problem-solving strategies. Qualitative examples further confirmed that
models excel more often at fact recall than at reconstructing hidden logic.

Our What? Where? When? benchmark is substantially harder than prior Russian quiz
datasets. Under the same EM metric, the best result on our data is EM = 0.255 for
Qwen3-235B-A22B-Thinking (EM = 0.222 for DeepSeek-V3-0324), whereas on CheGeKa
(MERA) DeepSeek-V3-0324 reaches EM = 0.442; proprietary Gemini 1.5 Pro and Claude 3.7
Sonnet achieve EM = 0.534 and 0.526, and the human benchmark stands at EM = 0.645 . For
metric alignment, we compare EM to EM (MERA reports token-wise F1 and EM), and we avoid
contrasting F1 with our judge-based Accuracy. For context, the strongest models judge-based
Accuracy on our benchmark is 32.4%.

These findings highlight both the progress of modern open LLMs and their current limita-
tions in intellectual quiz-style reasoning. Future work may expand the dataset, explore interactive
multi-agent approaches, and integrate richer evaluation of reasoning traces, bringing automated
systems closer to the cognitive style of human quiz players.
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This study investigates the application of Large Language Models (LLMs) for dependency
parsing of Russian sentences. We evaluated several models (including Qwen, RuAdapt, Yan-
dexGPT, T-pro, T-lite, and Llama) in a one-shot mode across multiple Russian treebanks: Syn-
TagRus, GSD, PUD, Poetry, and Taiga. Among the models tested, Llama70 achieved the highest
scores in both UAS and LAS. Furthermore, we observed a general trend where larger models
tended to perform better. Our analysis also revealed that parsing quality for Qwen4 and Ru-
Adapt4 on the Taiga treebank was notably sensitive to prompt design. However, the results from
all LLMs remained lower than those obtained from classical neural parsers. A key challenge en-
countered by many models was a difference between generated token sets and gold token sets,
which was observed in a considerable portion of each treebank. Additionally, the T-pro and T-lite
models produced a significant number of extra lines. The implementation for this study is publicly
available at https://github.com/Derinhelm/11lm_parsing/tree/main.

Keywords: LLM, parsing, dependency tree, one-shot, prompt-tuning, Russian language.

Introduction

In the era of Large Language Models (LLMs), syntax parsing remains an important task
in Natural Language Processing (NLP), because syntax parsers allow for obtaining more in-
terpretable results. These parsers are used as an auxiliary tool in tasks such as assessing text
complexity , paraphrasing , named entity recognition @ , and plagiarism de-
tection . Additionally, parsers are used for linguistic text analysis .

For syntax parsing, both classical neural networks and LLMs can be applied. While classical
neural parsers have achieved a high level of performanc the application of LLMs to this
task represents an emerging field of research. In this field, the widely adopted technique is
prompt-based tuning of LLMs . An important aspect of this prompt-based approach is the
optimal design of prompts, particularly the selection of prompt examples. This research direction,
however, remains notably underexplored for syntax parsing of the Russian language.

The article describes the experiment on applying LLMs in one-shot mode for syntax parsing
of Russian sentences. The evaluation was conducted on five test samples from Russian corpora,
which contain sentences with syntax annotation. This research evaluates models such as Qwen,
RuAdapt, Llama, T-pro, T-lite, and YandexGPT. A significant feature of this study is the
specification of the gold token set in the prompt.

The article is organized as follows. Sectiondiscusses related works. Section provides
information about syntax parsing. Sectionoutlines the experimental setup. Section describes
the results. Thesummarizes the study and suggests directions for future work.

'Lomonosov Moscow State University, Moscow, Russian Federation
2For the Russian language , parsers DeepPavlov and Stanza exceed 0.9 by the metric UAS (Unlabeled Attach-

ment Score) on the PUD and SynTagRus treebanks, also, the parsers exceed 0.75 on the treebanks Taiga, Poetry
and GSD.
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1. Related Works

In the area of syntax parsing, an emerging field is the application of LLMs with an au-
toregressive decoder architecture. The main approaches for this purpose are both fine-tuning
and prompt-tuning @ methods. Furthermore, these parsers are distinguished by the employed
syntactic representation: dependency trees or constituency structures. These key distinctions
are summarized in Tab.

Table 1. Related works

Article Research type Russian Syntax structure Prompting mode
_ language

6 Fine-tuning yes Dependency

19 Fine-tuning no Dependency

2 Both no Constituency Zero-shot, few-shot
5 Prompt-tuning no Dependency One-shot

16 Prompt-tuning no Constituency Zero-shot, others*
7 Other no Constituency

This article Prompt-tuning yes Dependency One-shot

* Five-shot prompt-tuning, and zero-shot prompt-tuning in Chain-of-Thought mode.

The articles about prompt-tuning do not consider the Russian language. Moreover, among
them, only article |5] is devoted to prompt-tuning for dependency tree and therefore its prompt
design is the basis for our work. However, since that article did not consider Russian sentences,
the results of these studies are not directly comparable.

2. Syntax
2.1. Syntax Representation

The most popular ways to represent the syntax structure of a sentence are constituency
structure and dependency structure (also called dependency tree). Figureshows examples of
the structures. For the Russian language most syntax datasets are represented by dependency
trees. A dependency tree is a directed graph, the nodes of which correspond to sentence tokens
(words, punctuation marks, etc.) and edges correspond to relations between tokens. Each token
is connected to one main token, which is called parent token. The root token of the tree is
connected to the auxiliary token ROOT.

PRP$ Our

NP <
cat (root)
S
VBZ nsub
nmod poss

VP < VBG - eating ! U : \ / \

VP < is eatlng eggs

NNS — eggs PRP$ NN VBZ NNS

Constituency structure Dependency structure

Figure 1. An example of constituency and dependency structures

3An example of a prompt from is provided in Appendix A.
2025, Vol. 12, No. 3 109




One-Shot Prompting for Russian Dependency Parsing

The parsing by LLM is the task of generating a text sequence which describes the syntax
structure of a sentence. So, a dependency tree should be represented in text format. There are
two widely used formats: the CoNLL-U format and the bracket sequence format. The CoNLL-U
format is also used in datasets of sentences with syntax markup (also called treebanks). In the
CoNLL-U format, each line (except comment) corresponds to a token and consists of ten values,
splitted by the tab character. The first value is the token identifier, the second is the token
text, the seventh is the identifier of the parent token, the eighth is the relation tag. While the
remaining values are morphological and other features of the token. Figureshows an example
of a CoNLL-U sentence.

fl nocmoTpen Ha u4achl.

CoNLL-U format

root 1 A4 a8 PRON _ Case=Nom|Number=Sing|Person=1 2 nsubj 2:nsubj
2 nocmoTpen nocmoTpeTb VERB _ Aspect=Perf|... @ root ©:root
. nocmoTpen
3 Ha Ha ADP _ _ 4 case 4:case
rsub, S punet 4 yacel yvacbl NOUN _ Animacy=Inan|... 2 obl 2:obl:Ha:acc SpaceAfter=No
19 4.vace| | 5.() | S PUNCT _ 2 punct 2:punct
e Sequence format

[root[nsubj[sA]][nocmoTpen][obl[case[Ha]][uach.]]]

Figure 2. Examples of a sentence in the CoNLL-U and sequence formats

Datasets of dependency trees (treebanks) are stored primarily in the CoNLL-U format.
So, the CoNLL-U format can be used by LLMs without fine-tuning , while fine-tuning is
required for generating a dependency tree in the bracket sequence format @ Often, only four
syntax columns of the CoNLL-U format are generated: token ID, form, parent ID, and relation
type, while columns lexeme, part of speech and morphological features are replaced with the
underscore symbol.

2.2. Evaluation of Syntax Parser

The standard way to evaluate parser results is to calculate metrics UAS (Unlabeled Attach-
ment Score) and LAS (Labeled Attachment Score). The preliminary stage before evaluation is
the aligning. At this stage, a correspondence is established between tokens from the dataset and
tokens from the dependency tree, created by parser. After that, Fl-score of UAS and LAS is
calculated. Equations 1-6 show formulas for the calculation. G is a set of gold token, P is a set
of dependency tree tokens, while p(t) is a function that maps a token to the parent token, d(t)
is a function that maps a token to the relation between the token and the parent token.

tlgt = pt. gt € G, pt € P,p(gt) = p(pt
UAS _precision = I gtlgt = pt, gt € G, p GPvP(g) p(pt) ”7 (1)
| ptipt € P ||
tlgt = pt. gt € G, pt € P,p(gt) = p(pt
UAS _recall = | gtlgt = pt,gt € G, p GG,p(g) p(pt) ||7 @)
| gtlgt € G ||

| gtlgt = pt, gt € G,pt € P,p(gt) = p(pt),d(gt) = d(pt) || 3)
| ptlpt € P | ’
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| gtlgt = pt, gt € G,pt € P,p(gt) = p(pt),d(gt) = d(pt) ||

LAS recall = )
| gtlgt € G|

2 x UAS precision * UAS _recall

UAS,Fl - UAS,pTQCiSion + UAS,T@CGJZZ

2x LAS _precision * LAS recall

LAS_F1 =
LAS precision + LAS recall

3. Experimental Setup
3.1. Prompts

In our article, as in , the prompt contains one sentence with the gold dependency tree in
the CoNLL-U format. In both articles, the length of gold sentence is from 4 to 7. The sentence
is used more as an example of the format than as a source of linguistic information. In |5| test
sentences are randomly selected from the train set of a treebank, while in our work each prompt
contains one gold dependency tree. Another difference from lies in the format of token set
representation. While in the original article, tokens from test sentences are simply separated by
spaces, in our article the token set is represented as a python list. This approach is based on the
assumption that LLMs work well with program code. In future, comparison between the token
set representations will be planned.

Figure |3| shows an example of our prompt. In addition to prompts from , the article
prompts also include gold token set and some restrictions. In our study, we experiment with
10 prompts. In our article, as in , one-shot prompting is considered. Each test prompt is
passed to a tested LLM once. Figureshows the gold sentences for the article prompts.

Mpumep: MpeanoxeHve <Pagom npoxoAwT aBTomMo6unbHas gopora .> B dopmaTe
CONLL:

1 Pagpom _ _ _ _ 2 advmod _ _

2 npoxoomT _ _ _ _ @ root _ _

3 aBTOMO6MNbHAA _ _ _ _ 4 amod _ _
4 popora _ _ _ _ 2 nsubj _ _

5. _ _ _ _ 2 punct _ _

3apaHue: BepHu B ¢opmaTe CONLL npepnoxenne <C 2012 ropa uUeHTp
3aHMMaeTCs Takke BOMPOCOM 06 OCBelWeHUU M3IMEeHeHUa KaumaTa .>:

PesynbTaT [Ao/XeH COCTOATb M3 12 cTpok B dopMmaTe CONLL. Bo BTOpom
cTonéue OONMXHb 6biTb TokeHbl ['C', '28012', 'ropa', 'ueHTp', '3aHuMaeTcsa'
'Takxe', 'BonpocoMm', '06', 'ocBelleHUn', 'n3MmeHeHua', 'knumata', '.'].
Henb3a HapywaTb NOPAAOK TOKeHOB. Henb3s Ao06aBNATb TOKeHbl. Henb3s
yOanATb TOKEHbI .

Figure 3. The prompt example of the article
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—_

. Pspom npoxogut aBTomMo6MNbHAs gopora.
2. CornawleHve pacc4MTaHO Ha ABa roga.
3. DoueHT CapaToBCKOro rocygapcTBEHHOro yHUBepcuTeTa.
. deByLuka »pana ero 4 roga.
5. Hauany pabot npensitctBoBan HefoCTaToK GMHAHCUPOBAHUS.
6. Cuna TpeHus HesHauuTesbHas.
7. B Poccnu BcTpeyatotes 2 Bnaa.
8. Hukonan Pe3aHoB poanncs B JleHUHrpage.
9. )XeHa: Onbra AnekcaHgposHa Muxannosa.
10. XXeHaT, umeeT Tpex CbIHOBEN.

N

Figure 4. Gold sentences

3.2. Models

In the study, we considered ten LLMs, working with the Russian language. The models

are selected from open-sources projects Qwe RuAdap , T—Tec@ Yande LLaM
RuAdapt models are Russian adapted versions of Qwen models. Additionally, LLMs from T-

Tech are based on Qwen models.
The study considers LLMs with different amount of parameters. Tableshows the values.

Table 2. Statistics on the amount of LLM parameters

Model Parameters (billions)
Qwen/Qwen3-32B 32.8
Qwen/Qwen3-8B 8.19
Qwen/Qwen3-4B 4.02
RefalMachine/RuadaptQwen3-32B-Instruct 32.7
RefalMachine/RuadaptQwen3-8B-Hybrid 8.14
RefalMachine/RuadaptQwen3-4B-Instruct 4.01
t-tech / T-pro-it-2.0 32.8
t-tech/T-lite-it-1.0 7.61
yandex/YandexGPT-5-Lite-8B-instruct 8.04
unsloth /Llama-3.3-70B-Instruct 70.6

As a baseline, classical neural parsers DeepPavlowﬂ Stanza , Natash were chosen.
Russian parsers DeepPavlov and Stanza have demonstrated the best UAS and LAS results,
while Natasha parser has shown the worst results .

‘https://huggingface.co/Qwen
Shttps://huggingface.co/collections/RefalMachine/ruadaptquen3-682e12092a5d2b3a3efbbale
Shttps://huggingface.co/t-tech

"https://huggingface.co/yandex

Shttps://huggingface.co/meta-1lama
%https://docs.deeppavlov.ai/en/master/features/models/syntax_parser.html
Yhttps://natasha.github.io/
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3.3. Test Data

The test sentences are taken from Russian treebanks in the Universal Dependencies project.
The treebanks comprise documents from different genres . E-communication texts (blogs and
social media) are used to create the Taiga treeban The Poetry treebancontains samples of
Russian poetry from the 19th to early 21st centuries. The SynTagRu treebank also includes
texts from a variety of genres such as contemporary fiction, popular science, newspaper and
journal articles written in a period from 1960-s to 2016, as well as online news texts. Sentences
in the PU I treebank are taken from the news and Wikipedia (where the Wikipedia texts were
translated into Russian), while the GS l treebank consists of sentences extracted from the
Russian Wikipedia.

4. Results and Analysis
4.1. Metrics UAS and LAS

To evaluate parsing quality, we considered only correct CoNLL-U lines. Some lines, such as
those containing extra underscore symbols, were also fixed and used in the evaluation. Moreover,
for UAS and LAS calculation, only the last created line was considered among lines with identical
identifiers. These duplicates arise from the reasoning processes of certain LLMs.

LLM results are significantly lower than the results of classical neural parsers. It was also
found that the Russian language adaptation of LLMs do not lead to a significant improvement
in quality. However, as the number of parameters increases, the UAS and LAS values increase
too. The Llama70 model demonstrates the best result, while results of Qwen4 and RuAdapt4
models are the worst.

Table |3] and Tableshow mean values of UAS and LAS metri In each treebank and
parser the best prompt was chosen. Values greater than or equal to 0.5 for UAS and 0.4 for LAS
are shown in bold in the tables. In each treebank the best value is underlined.

4.2. Prompt Analysis

In most experiments, the best results are achieved on the prompts with sentences 1 and
while the worst results are obtained on the prompts with sentences 9 and 10. The relationships
between prompts and metrics differ depending on datasets and LLMs. Figureshows boxplot
diagrams for the Taiga treebank and LLMs Qwen4 and Qwen32. For Qwen32 the results are
similar, while for Qwen4 there are some prompts with better results. More experiments with
different gold dependency trees in prompts are planned.

4.3. Sentences with Mismatched Token Set

In each treebank and for each LLM there are sentences, for which the LLM generates a token
set, different from the gold token set. Figure@shows an example of the sentence. Tableshows

Uhttps://universaldependencies.org/treebanks/ru_taiga/index.html
2https://universaldependencies.org/treebanks/ru_poetry/index.html
https://universaldependencies.org/treebanks/ru_syntagrus/index.html
Yhttps://universaldependencies.org/treebanks/ru_pud/index.html
https://universaldependencies.org/treebanks/ru_gsd/index.html

16For relation types with several parts (nummod:gov’) only first parts (‘nummod’) are considered.
"The sentences are shown in the Fig.
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Table 3. Maximum of UAS

gsd pud taiga poetry syntagrus

Stanza (b) 085 093 0.79 0.82 0.94
DeepPavlov (b) 0.88 094 0.78  0.85 0.91
Natasha (b) 079 0.88 0.70  0.64 0.83
Llama70 0.55 0.55 0.55 0.56 0.54
Tpro (32)  0.53 0.54 0.56 0.56  0.53
Qwen32 0.51 0.51 0.51 0.52 0.50
RuAdapt32 0.49 0.52 047 0.49 0.49
Qwen8 0.44 046 045 0.48 0.44
RuAdapt8 0.38 040 0.42 0.44 0.39
YandexGPT (8) 0.43 0.42 0.43 0.46 0.42
T-lite (7) 039 039 039 043 0.38
Qwen4 041 043 0.44 0.47 0.43
RuAdapt4 0.33 033 0.34 0.38 0.34

Table 4. Maximum of LAS

gsd pud taiga poetry syntagrus

Stanza (b) 0.73 0.76 0.79 0.87 0.91
DeepPavlov (b) 0.71  0.78 0.79 0.86 0.88
Natasha (b) 0.64 0.58 0.75 0.84 0.79
Llama70 0.47 0.48 0.45 0.47 0.45
T-pro (32) 0.42 0.40 0.44 0.45 0.41
Qwen32 0.43 043 0.43 0.44 0.41
RuAdapt32 0.36 040 037 0.40 0.37
Qwen8 0.32 033 0.33 0.36 0.33
RuAdapt8 0.27 028 0.30 0.33 0.28
YandexGPT (8) 0.30 0.31 0.30 0.35 0.30
T-lite (7) 0.25 0.25 0.25 0.30 0.25
Qwen4 024 024 0.26 0.31 0.26
RuAdapt4 0.18 0.18 0.20 0.24 0.19

minimal and maximal proportions of the sentences (for different prompts). For all treebanks and
LLMs the values are different, so the proportion depends on the prompt.

4.4. Amount of Wrong Lines

A significant problem with using LLM is the generation of extra lines. Figure shows an
example of a sentence with extra lines. The statistics for extra line amount is shown in Fig.and
Fig.@ The green color corresponds to sentences without extra lines. The yellow color corresponds
to sentences, in which the amount of extra values is less than or equal to the number of correct
CoNLL-U lines. The orange color shows the sentences, in which the ratio of extra lines to the
correct lines is between 1 to 2, while the red color indicates sentences, in which the ratio of extra
lines to the correct lines is more than 2. The black color indicates sentences without right lines.

114 Supercomputing Frontiers and Innovations



E.D. Shamaeva, M.M. Tikhomirov, N.V. Loukachevitch

gwen4_taiga_uas gwen32_taiga_uas
10{———34——— O e NN
93—+ AT
84{———T 3 | q—TT—}——
73— e I S—)
6 4 ——— O e H—
5 . I 1 - Q—{ }—'
4HH——T—3F3——— e S
3{————— AT
AR e N — .  E——
I | {—— T3
0.0 0.5 1.0 0.0 0.5 1.0

Figure 5. Examples of different relationships between prompts and UAS

Original dependency tree

1 CnepBa _ _ _ _ 5 advmod _ _
2 rnaBHbIA _ _ _ _ 3 amod _
3 6anetmenctep _ _ _ _ 5 nsubj _ _
4 He _ - - _ 5 advmod _ _
5 noHan _ _ _ _ 0@ root - -
6 . _ _ _ _ 5 punct _ _
Generated dependency tree

1 CnepBa _ _ _ _ 2 advmod _ _
2 rnaBHbIN _ _ _ _ 4 amod S
3 6aneTmenctep _ _ _ _ 4 nsubj _ _
4 noHsAn _ _ _ _ 2 verb - -
5 . _ _ _ _ 4 punct _ _

Figure 6. An example of a mismatch between gold and generated token sets

Table 5. The proportion of sentences with different token sets

gsd pud taiga poetry  syntagrus

Llama70 6%52%  5%48%  2%26%  2%-19%  4%-35%
Qwen32 24%-54%  29%-54% 12%29% 11%21% 21%-41%
RuAdapt32 23%53% 13%42% 8%28%  7%19% 12%-35%
T-pro 34%-63% 38%61% 19%-36% 20%-30% 29%-47%
Qweng 4%-17%  3%-12% 2%-9% 1%-10%  2%-12%
RuAdapt8  39%-76% 37%-73% 24%61% 25%57% 33%67%
YandexGPT 18%-77% 18%-66% 8%45% 11%-43% 15%55%
T-lite 24%-54%  25%-45% 20%-30% 16%24% 22%-36%
Qwen4 3%-43%  4%-44%  4%28%  2%-22% 4% -36%
RuAdaptd  37%-94% 37%90% 27%-84% 26%-78% 32%84%

T-Pro and T-Lite models generate the most amount of sentences, in which the number of
incorrect lines exceeds the number of correct ones. Also, Qwen8 and RuAdapt8 models generate
many sentences with extra lines. RuAdapt4, RuAdapt8 and Qwen 8 models create the most

amount of sentences with no correct lines.
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BoT npepnoxeHne B ¢opmaTe CONLL:

1 Npuwen _ _ _ _ 2 nsubj _ _
2nW_ _ _ _ 0 root _ _

3 0H _ _ _ _ 2 advmod _ _

4 , _ _ _ 2 punct _ _

5 10T _ _ _ _ 6 det _ _

6 He3abBeHHbIN _ _ 5 amod _ _
7 Bewb _ _ _ _ 2 obj _ _

8 , _ _ _ _ 7 punct _ _
O6bACHeHne :

- "Npuwen" sBnsAeTcs nognexauwmm (nsubj) un cBA3aHo ¢ rnaronom "npuwen'.
- "n" ABNAeTCHA KOPHEeBbIM CNIOBOM (root) W coepuHAeT ABa NMpesIOKeHUS .

- "oH" ABnseTcA pononHenuem (advmod) Kk rnarony "npuuen".

- 3anATas nocne "oH" sABNAeTcA NMyHKTyauuen (punct).

- "ToT" ABnseTcs onpefeneHuem (det) AnNs npunaraTenbHoro ''He3abBeHHbIN" .
- "He3ab6BeHHbN" sABNAeTCA nNpunaraTtenbHbM (amod), moanduLMpyWUM
cywecTBUTeNbHoe 'fAeHb" .

- "peHb" ABnsAeTcA obvekToM (obj) rnarona "npuwen".

- 3anATas nocne "AeHb" ABNsAeTcHA NyHKTyauuwen (punct).

"

Figure 7. An example of a sentence with extra lines

Ilama70_gsd llama70_pud Ilama70_taiga Ilama70_poetry llama70_syntagrus
10
5
0 250 500 O 500 1000 O 500 0 250 500 0 5000
qwen32_gsd qwen32_pud gwen32_taiga gwen32_poetry qwen32_syntagrus
10 1
5 \
|
|
0 250 500 O 500 1000 O 500 0 250 500 0 5000
ruadapt32_gsd ruadapt32_pud ruadapt32_taiga ruadapt32_poetry ruadapt32_syntagrus
10 } % % l‘
| |
| 1
5 i |
\ 1
| L |
| 1
\ i
0 250 500 O 500 1000 O 500 0 250 500 0 5000
tpro_gsd tpro_pud tpro_taiga tpro_poetry tpro_syntagrus
10 A § § §
5 - - - -
0 250 500 O 500 1000 0 500 0 250 500 0 5000
Figure 8. Statistics for extra lines for LLMs with 32-70 billion parameters
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qwen8_gsd gqwen8_pud qwen8_taiga qwen8_poetry gqwen8_syntagrus
10
5 5
1 L 1
0 250 500 O 500 1000 O 500 0 250 500 0 5000
ruadapt8_gsd ruadapt8_pud ruadapt8_taiga ruadapt8_poetry  ruadapt8_syntagrus
10 - m | - n E m|f m| Il
| m l ] ]
1] 1 ] ] ]
1 u ] u u
] ] ] 1 ]
5 o | - ] E 1| 1| 1
1 i ] m ]
1 u [} 1 ]
u [l m ] ]
1 1 1 1 1
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10 . a
5
0 250 500 O 500 1000 O 500 0 250 500 0 5000
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Figure 9. Statistics for extra lines for LLMs with 4-8 billion parameters

Conclusion

The study explores the applicability of Large Language Models in one-shot mode for de-

pendency parsing of Russian sentences. An evaluation of ten LLMs was conducted across five

Russian treebanks from the UD project.

The results demonstrate a connection between model parameters and quality, with the

largest in our research model, Llama-70B achieving the highest scores.

Also, for some LLMs and treebanks the sentence used in the prompt is observed to influence

syntax parser quality.
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One of the identified problems is the generation of extra lines, which was particularly severe
in the T-pro and T-lite models. For many sentences, these models produced more extra lines
than correct ones. RuAdapt4, RuAdapt8 and Qwen models did not generate any correct CoNLL-
U lines for a considerable number of sentences. Moreover, a significant difference was detected
between the generated token sets and the gold token sets in a considerable fraction of the
treebanks examined.

LLM results remain lower than that of classical neural syntax parser. It is partially affected
by extra and incorrect generated lines.

Future work will involve experiments with different prompt instructions, gold token set
representations, few-shot learning modes and multi-stage prompting. We will also examine the
effect of gold dependency relations in an example from a prompt on the parsing results for
different dependency types. Moreover, difficult cases, such as complex sentences and sentences
with large dependency trees, will be considered. Another direction is a systematic investigation

of the problem of generating an incorrect number of tokens.
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Appendix A. Prompt Examples

sentences are splitted by spaces.

Figure demonstrates an example of prompts from . The tokens from gold and test

In dependency parsing the CoNLL format for the sentence <The
trial begins again Nov 28 .> is:

1

e O = L = WY L

trial _ _ _ _ 3 nsubj _ _
begins _ _ _ _ 8 root _ _
again _ _ _ _ 3 adwvmod _ _
Nov. _ _ _ _ 3 obl:tmod _ _
28 _ _ _ _ 5 nummod _ _
Frosomary & pUneti

Now return the CoNLL format for the sentence: <What if Google
Morphed Into GoogleQS 7=

Figure 10. A prompt for the simplified CoNLL-U format
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Museum reviews provide rich insight into visitor preferences and can drive useful change
within institutions, yet they have attracted little attention in sentiment research owing to limited
commercial interest and the multi-thematic nature of reviews. In this study we analysed over
12 000 reviews in Russian for 15 museum sites collected from nine different platforms. Method-
ologically, we first evaluated traditional approaches: a lexicon-based method utilising sentiment
dictionaries and a neural network approach leveraging open-source pre-trained models such as
RuBERT. While such methods can be applied to document-level sentiment analysis, where the
text is labelled simply as positive or negative, they cannot uncover the specific topics that give
rise to these sentiments. Finally, we implemented large language models (LLMs) for aspect-based
sentiment analysis to discover positive and negative aspects visitors mention. Our system uses a
two-step pipeline that initially extracts positive and negative keywords about each museum site
and subsequently categorises these keywords into 14 predetermined categories, enabling the reader
to effortlessly discover strong points and areas for improvement. Results include 15 csv tables of
positive and negative keywords and 15 year-wise text reports for all objects. While some LLM
hallucinations were observed, the outputs were largely realistic. We conclude that LLMs are well
suited to this task and offer substantial scope for future research and practical applications in
museum evaluation and service improvement.

Keywords: museum reviews, aspect-based sentiment analysis, LLM, thematic categorization,
prompting.

Introduction

The advent of large language models (LLMs) has significantly transformed the conventional
landscape of tasks and methods in natural language processing (NLP). Efficient pipelines are
rapidly being established where LLMs are utilized for translation , information extraction (in-
cluding summarization, text simplification, named entity recognition, and keyword extraction),
the development of dialogue systems, as well as emotion and sentiment analysis. As noted by the
authors of a recent survey , two primary paradigms are emerging in the use of LLMs for NLP:
(1) a parameter-frozen paradigm, encompassing zero-shot learning and few-shot learning, and (2)
a parameter-tuning paradigm, which includes both full-parameter tuning and parameter-efficient
tuning. In our research, we address one of the classical tasks of NLP sentiment analysis. Having
emerged among NLP paradigms in the early 2000s sentiment analysis has firmly estab-
lished its place in both academic research and product development. The lexicon-based method,
relying on sentiment lexicons, first appeared and gained widespread adoption @, followed
later by neural network models . Debates over the effectiveness of each of these approaches
have been ongoing within the professional community for a considerable time. However, their
relevance has significantly diminished following the rapid advancement of LLM linguistics. LLMs
demonstrate performance that is quite comparable to that of neural network models, both with-
out prompting and when utilizing various prompting strategies . This study implements
aspect-based sentiment analysis (ABSA) of visitor reviews for a national museum and heritage
site using LLM. ABSA is designed to identify positive or negative user attitudes toward specific
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features (aspects) of a product or service . The present research task was formulated in re-
sponse to a concrete technical specification: a client, one of Russia’s largest museum-reserves,
commissioned collecting visitors’ reviews on the heritage site’s locations and subsequent analysis
of visitor preferences and criticism. We employed a parameter-frozen paradigm for the LLM ap-
plication, utilizing solely multi-stage prompting that incorporated elements of various strategic
approaches. Consequently, the objective of this publication is to describe a pipeline for employ-
ing LLMs for ABSA of a corpus of museum reviews which has demonstrated practical efficacy.
Having formulated the research problem (Section , we will subsequently analyze related papers
(Section, describe the dataset (Section, followed by the methodology (Section|4) and results
of applying LLM to its analysis (Section. In the discussion (Section@, the main advantages
and limitations of the applied approach to ABSA using LLM are examined, and the
briefly summarizes the key findings of the study.

1. Research Problem

Sentiment analysis has traditionally been applied to reviews of products (e.g., books, house-
hold appliances, restaurants) and services (e.g., repair, cosmetic services, delivery). However, our
exploratory analysis has revealed that services provided by state cultural institutions have at-
tracted scant attention from both researchers and practitioners in the field of sentiment analysis.
This lack of interest can be attributed to two primary factors: the absence of commercial demand
for such analytics and the inherently multi-faceted nature of the topics covered in these reviews.
Nonetheless, the ongoing process of digitalization is gradually encompassing museum institutions,
as evidenced by the commission we received. Regarding the textual content of museum reviews,
they indeed concurrently address a wide array of domains: personal reminiscences, national his-
tory, cross-cultural remarks, the condition of buildings and exhibits, technical details, mundane
aspects of the visit, and educational value, among others: (1) Modern renovation, pleasant, soft,
and quiet flooring. For activities with children, there is a separate, bright room. There, kids get
to know and interact with nature; (2) No transport goes all the way to the Kremlin itself. You
will have to walk for about 10-15 minutes from Central Square or take a taxi; (3) It was amusing
to watch the Chinese tourists. While the Russian visitors were examining the exhibits and read-
ing the annotations, the Chinese tourists simply hurried past, sometimes without even looking
around. Only one boy was frantically trying to take pictures on the run. And yet, there was so
much to see. In this context, our task exhibited the characteristics of open-domain sentiment
analysis, where sentiment detection is performed on unspecified subject domains. Consequently,
the research problem was formulated as follows: to validate the efficacy of LLM as a tool for
ABSA under conditions characterized by the absence of a predefined set of target aspects and
the inherent multi-thematic nature of the data.

2. Related Papers

There is very little research dedicated to sentiment analysis of museum reviews. In all the
studies we found, the authors were unable to perform aspect-based sentiment analysis, so they
used a two-stage procedure: first, the reviews are evaluated for sentiment, and then the analysis
is supplemented with topic modeling. For example, in a neural network approach was used
for a collection of 200 000 reviews of the 8 largest museums in the world, calculating the sen-
timent weight of each review, followed by topic modeling to determine the correlation between
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sentiment and topic. In , for sentiment analysis of reviews about Tongzhou Grand Canal Forest
Park in Beijing, a hybrid approach was also used: first, the reviews were evaluated based on a
sentiment dictionary, and then topic modeling was performed using LDA on the group of negative
reviews and the group of positive reviews. Regarding the application of Al tools for sentiment
analysis, the year 2024 marked the beginning of active testing of LLMs for Russian-language
texts. This is exemplified by the RuOpinionNE-2024 evaluation competition, where participants
were challenged to extract all tuples (H, T, P, E) from Russian news texts, segmented by sen-
tence . In this task, H represents an opinion holder expressing a polarity P towards a target T
through a sentiment expression E. Holders and Targets are entities of the following types: PER-
SON, ORGANIZATION, COUNTRY, CITY, REGION, PROFESSION, NATIONALITY, and
IDEOLOGY. The highest effectiveness in this competition was demonstrated by the pipeline pro-
posed in , which utilized an LLM with QLoRA for adapter-based fine-tuning. This approach
achieved first place with a test Fl-score of 0.405. Nevertheless, a review of the relevant litera-
ture from 2024-2025 has not revealed any studies in which LLMs were applied for aspect-based
sentiment analysis of the Russian-language reviews. However, the English-language segment of
the research field features successful studies of user reviews utilizing Large Language Models
(LLMs). For instance, demonstrates that on a dataset of hotel reviews across six aspects
(Staff, Price, Place, Ambience, Experiences, Services), an average of 95.1% of the ratings were
in complete agreement between human assessors and GPT-4. However, in the cited study, the
model was instructed to first extract statements related to a specific aspect, then evaluate them
on a sentiment scale, and finally, provide a summary of what is generally written about that as-
pect. In contrast, our research does not employ scaled sentiment ratings. Instead, we instruct the
model to first extract negative and positive keywords and subsequently categorize them accord-
ing to predefined aspects. It can be argued that the proposed pipeline is particularly effective
for analyzing reviews of diverse museum and heritage site facilities. As will be demonstrated
subsequently, the structure and content of such reviews are highly varied, which precludes the a
priori definition of a fixed set of aspects. In other words, given both the scarcity of research
on sentiment analysis for cultural institution reviews and the concurrent lack of studies on the
efficacy of applying Large Language Models (LLMs) to aspect-based sentiment analysis of the
Russian-language reviews, the pipeline we propose constitutes a meaningful contribution to this

field of study.

3. Data

Reviews of 15 locations of the museum-reserve were collected from 9 online platforms (see
Tab. . The data was extracted for the period from 2014 to 2025 (May). However, since the
museum was interested in the period from 2020 to 2025, further experiments were conducted
only with this sample. The total sample contained 12 100 reviews.

As can be observed in Tab.|1| the sample comprises reviews of museum institutions that
differ significantly from one another both in terms of their exhibition content and target visitor
demographics. For instance, the Holy Dormition Cathedral is a functioning Orthodox cathedral,
while the Spaso-Evfimiev Monastery, in addition to holding regular services, houses extensive
museum exhibitions related to the era of Stalinist repressions. Concurrently, the Museum of Na-
ture offers natural science exhibitions and interactive platforms for the popularization of science,
and the Palaty (Chambers) serves as an exhibition centre for fine arts.
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Table 1. Dataset distribution by museum site, platform, and year

Museum Site Platform Year

Suzdal Kremlin 2527  Yandex Maps 6305 2020 2400
Spaso-Evfimiev Monastery 2211  Google Maps 5090 2021 1643
Museum of Wooden Architecture 1888 Tripadvisor 523 2022 2373
Crystal Museum 781 Otzovik 93 2023 2013
Holy Dormition Cathedral 690 2gis 85 2024 3467
Maltsovy Museum 673 Fooby 40 2025 291
Historical Museum 663 Autotravel 25

Dmitrievsky Cathedral 620 Irecommend 23

Museum Center “Palaty” 505 Tonkosti 3

Church of Boris and Gleb 583

Golden Gates 403

Museum of Nature 257

The Stoletovs’ House Museum 249

“Old Vladimir” Museum 166

V. Khrapovitsky Estate 21

The sample is further diversified by the inclusion of multiple platforms as sources for the
reviews, each with its own specific requirements for this type of text. For example, 2GIS and
Google Maps mandate a reference to personal experience, with Google Maps additionally recom-
mending the division of text into paragraphs and advising against overly complex punctuation.
Otzovik prioritizes education-related reviews, whereas Autotravel is focused on content related
to automobile travel.

Consequently, the corpus of texts subjected to sentiment analysis is characterized by both
substantive heterogeneity and differences in text format, which, in our view, complicates the
analysis.

The average review length ranges from 21.65 words in 2020 to 28.04 in 2025 (Fig. .
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Figure 1. Average review length by year (2020-2025)
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Thus, although all reviews belong to the same generalized genre sphere — museum reviews —
they are extremely heterogeneous in terms of their themes: some are related to religion and
Orthodoxy, others to the history of construction and crafts in Russia, while others are memorial
sites dedicated to specific individuals. Different platforms predetermine different text structures.
It is noticeable that, on average, the length of reviews increases each year — visitors strive to
describe both negative and positive aspects as thoroughly as possible. This complicates auto-
matic sentiment detection, as the sentiment and its intensity may change multiple times within
a single text. Notably, in experiments using the dictionary-based method, all texts in the col-
lection underwent standard preprocessing (tokenization, lemmatization, lowercasing), while for

experiments with neural networks and LLMs, no preprocessing was performed.

4. Methodology

4.1. Lexicon-based Approach

As sentiment analysis is not a novel task and a number of methods have been suggested, we
started from testing the applicability of basic ones such as lexicon-based analysis and pretrained
neural networks. Lexicon-based sentiment analysis, though struggling with context and nuance,
requires much less computational resources than many other methods, so it was the first method
to be tested. For the Russian language there are several sentiment dictionaries. We have chosen
the four most popular dictionaries which are not domain-specific and can be used in our field.
They are Blinov’s Sentiment Lexicon , RuSentiLex , LinisCrowd and Word Map (Karta
Slov) . Lexicon-based analysis was conducted the following way. The reviews were split into
sentences. Using each of the dictionaries we classified the sentences as positive, negative, neutral
or mixed based on the proportion of positive and negative words in them. The algorithm logic
considers possible negations, so a positive word if followed by a negative particle “ue” (‘not’)
adds up to negative sentiment score of the sentence. These syntactic dependencies were analyzed
using Python library Stanza . Additionally, the cases where negation does not make a phrase
negative, for example, “ne noxasen” (‘did not regret’) or “me moxoit” (‘not bad’) were processed
as positive. To do so, a list of such words was composed based on preliminary manual analysis
of the reviews. To check the quality of classification, we used a sample of 800 sentences retrieved
from the reviews on one of the museum sites. Two human annotators gave a sentiment tag
(positive, negative, neutral or mixed) to each sentence. Cohen Kappa k=0.86 showed very good
overall agreement between annotator 1 and annotator 2. If there was no agreement between the
two annotators, the third one gave an additional tag. In this case ground truth label was the
mode of the three labels. There were no cases where all three labels were different. To estimate
the quality of dictionary-based classification, we measured F1 score for positive, negative and
neutral classes as well as micro and weighted F1 (Fig. . We focus not only on the overall
F1 score, but also on the F1 scores for each class because per-class F'1 analysis unveils performance
disparities that are obscured by composite metrics. A model may achieve a decent averaged
F1 score while simultaneously failing considerably on one or more classes. As we are interested
in analyzing positive or negative opinions of visitors on different aspects of their experience, it
is crucial to understand if classification is successful for both classes. As we can see from the
table (Fig. , the number of negative sentences which were correctly classified is rather low
(F1 score is around 0.36-0.53), while for the positive sentences classification was more precise.

Manual inspection of the cases of wrong class assignment shows that it happens to sentences
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the emotionality of which is ensured by the knowledge of the context of situation they refer to,
but not purely by emotional colouring of the words it contains. For example, a sentence “Mex 1y
TaXKaMU MOJIbEM OCYIIECTBIISETCs 110 JIOBOJIBHO BBICOKUM CTYIIEHSIM, OCOOEHHO OOJIBIION MpoJieT
Ha Tperuii sTaxk” (Getting between floors involves climbing rather high steps, and the flight up
to the third floor is especially long) was marked as negative by the annotators, but according to
the lexicons there are no words with negative polarity, so it was classified as neutral. One more
type of negative sentences which are often wrongly classified is a sentence with coordinating
adversative conjunction “no” such as “Vurepectbie paboTsl ecTh, HO... ux HemHoro” (There are
some interesting works of art, but. . . there are few of them). The averaged F1 scores show that the
overall performance of this classification method was almost the same regardless of the dictionary.
However, analysis based on ‘Karta Slov’ dictionary allowed for noticeably better negative sentence

identification (f]'°#*""¥® = 0.53) and good results for the positive class (fP°¥" = 0.82).
f1_negative f1_positive f1_neutral f1_micro f1_weighted
Karta Slov 0.53 ) 0.69 m
RuSentiLex 037 0.64
Linis Crowd 0.39 _ 0.61
BlinovSentimentLexicon 0.36 m 0.57 m

Figure 2. Metrics for lexicon-based sentiment classification

The main goal of our analysis was not only to classify the reviews but also identify what
exactly the visitors like and dislike. We attempted to do it via N-gram extraction from the two
classes of texts (positive and negative) after sentences classification. Based on the results pre-
sented in Fig. we classified the sentences using “Karta Slov” lexicon. The sentences were vector-
ized with simple vectorization method which generates document-term-matrix (with CountVec-
torizer from Scikit-learn) and then the most frequent bigrams and trigrams (n=40) were ex-
tracted. Preprocessing included lemmatization and stop-words removal. Tablegives examples
of top 15 positive N-grams and Tab.shows negative N-grams.

This method may give the general overview of visitors’ experience, however some of the
most frequent N-grams are too general, for example, “ouenb unTepecHblil” (very interesting)
or “ouens noupasurbest” (liked very much) and some of them are not informative out of con-
text such as “mockonanbno ocmarpusaTh’ (thoroughly examine) in negative bigrams (it is not
rather clear what exactly the problem was). To further estimate the efficacy of this approach,
we compared N-grams extracted from automatically classified sentences with those extracted
from positive and negative classes as assigned by human annotators. For negative reviews only
17.5% of the N-grams (7 out of 40) were similar for automatically and manually classified sen-
tences. Here are some examples of bigrams and trigrams which were found only in negative
sentences identified as such by human annotators: “cmorpers Heuero” (nothing to see), “pebenok
rox” (child year), “pebenok rog ryaser”’ (child year toilet), “ommarurs Moub cBOmUTH” (pay can
take to), ‘’kmBonmch ckymbrnTypa’ (painting sculpture), “moiitu mys3eit Gecriarno” (go museum
for free), “rperunit sraxx” (the third floor), “ckuuka nmencuonep” (discount pensioner), “mycroit
kopugop” (empty hall). This discrepancy is explained by the low precision of lexicon-based clas-
sification of negative sentences — many of them are assigned to a wrong class, usually neutral,
so in the further N-gram analysis we miss some aspects of visitors’ opinions. When it comes
to positive reviews, 77.5% of N-grams (31 out of 40) were shared between automatically and
manually classified reviews which again is explained by better precision for the positive class.
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Table 2. The most frequent N-grams from reviews assigned as positive

N-gram Translation n
O4YeHb UHTEPECHBII very interesting 22
OY€eHb MTOHPABUTHCS liked very much 18
MIEPBBIN TaXK the first floor 15
WHTEPECHBI 3Kcmo3urusi  interesting exhibits 15
BBICTABKa CYHTUPb Sungir exhibition 9
BTOPOIf 3TazK the second floor 7
MHTEPECHDBIN PeOEHOK interesting child 7
WHTEPECHBIN BBICTABKA interesting exhibition 6
MMOHpaBUThCs BbicTaBKa  like the exhibition 6
MY3€eiHbIi [IeHTD museun center 6
peOEHOK B3POCIbIi child adult 5
ITOHPABUThC My3eit like the museum 5
UKOHA OOroII00CKuii Bogolubsky icon 5
OTJINYHBIN My3eil great museum 5
COTPYJIHUK My3ei museum staff 5

Table 3. The most frequent N-grams from reviews assigned as negative

N-gram Translation n
BpPEMEHHBII1 BbICTaBKa temporary exhibition 3
OCMOTP yUTH Hac viewing spend an hour 2
OCMOTp yHUTH viewing spend 2
OCMATPUBATH BECh JKCIIOHAT to examine the entire exhibit 2
BBICOKHI YPOBEHb high level 2
BECh IKCIIOHAT ITOCETUTH the whole exhibit visit 2
JIOCKOHAJIBHO OCMATPUBATD thoroughly examine 2
My3ell o9eHb museum very 2
9KCIIOHAT TIOCETUTL BpeMeHHbI  exhibit visit temporary 2
SKCIIOHAT TIOCETUTH exhibit visit 2
BTOPOIi 9TaxK the second floor 2
BPEMEHHBII BBICTABKa OCMOTD temporary exhibition viewing 2
IIOCETUTh BPEMEHHBIN BhICTaBKa  Vvisit temporary exhibition 2
€UHBIIA OMIeT an all-inclusive ticket 2
IIOCETUTh BPEMEHHBIIt visit temporary 2

Though N-grams do provide an overview of the reviews content, such analysis is not aspect-
based, that is why we tried one more approach. After sentiment classification we conducted
syntactic parsing to get information about dependency relations between the words in each sen-
tence. Then we made a sample list of things that people often mention in their reviews in either
positive or negative manner, for example, prices, staff, exhibition, etc. It included, for exam-
ple, such words as “nena”’ (price), “crommocts”’ (price, synonym), “Gumer” (ticket), “nepconasn”
(staff), “sxcmosuius” (exposition), “BeicraBka” (exhibition), “peGenok” (child). To understand
what exactly people say about the things on the list, we extracted units where the desired
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keyword is a headword and the second word is its dependent word. Dependent function words
were not included as they give little information. Below is an example for the words mepconau,
‘paborauk’ and ‘cmorpuress’ which are synonymously used to nominate museum staff (extracted
from positive reviews). The total number of extracted word pairs for this query was 40, in
the example repetitions are omitted: pabBOTHUKOB My3esl, IEPCOHAJ CMOTPUTEIN, CMOTPUTETN
OCTENPUUMHBIE, CMOTPHUTEIN,My3€esi, PADOTHUKH [TOCETUTE N, IIePCOHAJ BEXKJIUBBIM, MEPCOHAJ
TMPUSATHBIN, PADOTHUKAMHI BEJMKOJIEITHBIMIA, CMOTPUTEIBHATIA 32718, PAOOTHUKN JIPYIKeTI00HbE,
mepcoHasl MPUBET/IUBLIN, PADOTHUKU BCEra, PAOOTHUKHU TPUSITHBIE, CMOTPUTEILHUIBI MUJIBIE,
paboTHUKAM OTKPBITBIM, TIEPCOHAJ JIOOPOIYIIHBIN, paboTHUKAM 3aJjia, pabOTHUIL IPUBETIUBbIX,
[IEPCOHAJI OT3bIBUMBBIE, IEPCOHAJ BEXKJIUBBIN, IEpCOHAJ J0OPOXKeTaTe/IbHBIN, TePCOHAIOM
BEJINKOJIETHBIM TIEPCOHAJ HKCIIO3UINHU, MEPCOHAT JIyXe, MEePCOHAJ OOIMUTETbLHBIN, MepCcoOHAam
IIUIIKIH, IepPCOHaJl UKOH, ImepcoHas konuu. As we can see from the presented result, with this
approach it is possible to get some valuable insights, but the major drawback is the necessity to
compose a comprehensive list of lemmas which nominate the aspects of interest. One more disad-
vantage is that the extracted patterns which can be interpreted out of context are mainly a noun
+ adjectival / nominal modifier or a verb and adverbial modifier, but to capture more complex
relations, there is a need to write extraction rules manually which is time-consuming and may
not consider all possible cases. To summarize, we tested the applicability of simple lexicon-based
sentence=level classification and 2 ways of further N-grams extraction as a baseline method of
aspect-based sentiment analysis. The results were more precise for positive reviews than for neg-
ative. All in all, such pipeline may provide a surface-level understanding of visitors’ opinions;
however, it is not sufficient for detailed understanding of their attitudes to various aspects of
their visit to the museum.

4.2. Neural Models-based Approach

Taking into consideration the disadvantages of lexicon-based approach, we proceeded to
test the effectiveness of pretrained models. We tested four popular (according to HuggingFace
rating) open-source pretrained models based on RuBERT @, RuBERT-tiny , mBART
and multilingual BERT architectures. Training material of all models included reviews of
some kind, however they were thematically different from the reviews which we analyse (car
reviews, clothes reviews). Models performance was tested on the same sample of 800 sentences
which was used in lexicon-based analysis. F1 scores are presented in the table (Fig..

fl_negative f1 positive fl_neutral  f1_micro f1_weighted

Tabularisai-multilingual-sentiment-analysis 0.6 0.67 m

MBARTRuSumGazeta-RuSentiment- 55

RuReviews 0.48 m - T 0.66 m

MonoHime-rubert-base-cased 0.47 m 0.54
0.44

Seara-RuBERT-Tiny2 Russian Sentiment 0.18 - 0.55

Figure 3. Models performance metrics

The performance pattern is similar to that observed in lexicon-based classification. Negativity
detection turned out to be a difficult task for pretrained models as well and the averaged F1 score
does not exceed 0.69. These results demonstrate that domain unspecific methods (like sentiment
lexicons) and solutions created for texts of different style, genre and structure (like pretrained
models) cannot provide the expected quality when applied to specific material which in our case
is reviews on cultural institution.
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4.3. LLM-based Approach

After having tested traditional methods which did not provide expected quality, we decided
to utilise large language models (LLMs) to conduct aspect-based sentiment analysis. Our idea is
to compose a series of prompts to extract a short yearly report on each museum site reflecting
positive and negative aspects which are mentioned by the visitors in their reviews. To do so, we
propose the following pipeline (Fig. .

: model extracting table of model keyword reprart with
reviews  calll positive and B caic SR Positive aid
(.csv) negative —* negatve  —— S — 7 negative
.CS k q keywords categorisation categories

eywords [.csv) E @I (,t)(t]l

Figure 4. Pipeline for sentiment analysis of reviews by using LLM

For each of the 15 sites there is a csv file with all reviews and their metadata (year of
publication, source, etc.). At the first stage (model call 1, Fig. , we tasked the LLM with
extracting positive and negative keywords from the text of each review and classify them as
positive or negative. In this study, we adopt a customized understanding of the term “keyword”,
which differs somewhat from its conventional usage in information extraction tasks . Our
working definition of a keyword — which we also covertly convey to the model in our instructions
(“include helpful phrases that museum administration can use to improve the condition of the
object”, see Fig.|5| prompt 2) — is as follows: a keyword is a minimal predicative phrase that
necessarily contains an evaluative predicate and typically includes a nominal reference to the
object being characterized. For example: ‘not many exhibits”, “the staff like a throwback to
the Soviet era”. During experiments with prompts, we encountered a number of limitations and
challenges. To overcome them, quality criteria for the prompt in this task were formulated. The
limitations and the corresponding prompt quality criteria that address them are presented in

Tab.

Table 4. Prompt limitations and corresponding prompt quality criteria that address them

Prompt limitations

Corresponding prompt quality criteria

Limited number of tokens in context window
The pre-existing meaning of the term “key-
words” in NLP (which does not imply senti-
ment attribution)

The need for consistent attribution of key-
words (1) to a specific museum object, and
(2) to a positive or negative category

The possibility of model hallucinations

As short and unambiguous as possible
Outlines the task for extracting positive and

negative keywords

Gives strict formatting instructions. Provides
a single example of the expected output

Provides data for extracting the keywords, in-
structs the model to only utilise the given
data, the prompt is as short as possible to

make it easier to follow instructions
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The final prompt is divided into three parts. In the first part, we give the model clear
instructions on how to extract keywords and how to format them in the output. The second part
includes an example of an expected output. The third part gives actual data for analysis stored

in variables (Fig. .

Prompt 1 Prompt 2
You are a professional data analyst working in Russian museums.

You analyze reviews left by Russian-speaking visitors to determine what they Instructions:

liked and disliked .'-J‘bout the museum. When performing the task, you must 1. Extract short, useful positive and negative keywords ONLY
fallow the instructions. o _ ) from the text of the given review. Include helpful phrases that

1. Classify sentiment as positive/neutral/negative/mixed. museum administration can use to improve the condition of the
2. Extract positive and negative keywords only from the review text. abject. Write in Russian.

Keywords should not contain extra details, should be simple to understand, 2. If there are no positive or negative keywords in the text, write "=

and should highlight aspects that museum administration and staff can 2. ALWAYS return the result STRICTLY in the format: {[review._id}},
improve in the future after reading your analysis. {{_\/E i - ’ -

! T ) ar}}, {{positive keywords}}, {{negative keywords}}
3, Your result must include only the following: {[review_id}}. {{sentiment]}, 4, All 4 elernents must be enclosed in curly braces and separated
[[positive keywords)}, {{negative keywords)], If there are no positive or b- pnlisaiion R
negative keywords, you must write "-" in the corresponding curly braces, SVDD not aad any other text-or explanations before or after this
Maintain the order: positive keywords always come before negative ones. -f. ¥ P
4. Use only Russian language when writing keywords, arrat:
5, Input format — a CSV table with different columns. You should anly look at 5
the "rating” and "text" columns. You must align sentiment with the rating, Exampl?. . B . B R )
where 1 means "very negative" and 5 means "very positive’. You must analyze Re"'e‘:'l\"'- Great view of the city, but the climb is very high and
each review individually, If you cannot analyze all the data from the table, you steep. 5 ; ; R
must repart this. You should analyze only the data from the provided table. Answer. {{review 1}}, {{2022}}, {{great view of the cityl}, ([the climb is
very high and steepl}

Example output:

{{review_ 111, {{mixed}}, {fareat view of the cityl}, {{the climb is very high and Task:

steepl} Review: [review_text}

([review_2}}, [[positive]], [[small and logical, not many exhibits, everything review_id: {review_id}

arranged in chronological order, recommend for general education]}, {[-} year: year]

{{review_3]], {[mixed}]], {[very beautiful, more beautiful at night, illuminated}},

[{the exhibition theme is not very interesting}) Return ONLY one line in the specified format.

Answer:
Review: {review_text}
Rating: {rating} \ /

Prompt 1 was used at the beginning of the research. We decided to

change it due to excessive text which took up the context and the Prompt 2 is the final version used for extracting keywords. We
use of rating and sentiment fields which turned out to be of little kept the key ideas and shortened them
use

Figure 5. Prompts for negative and positive keywords extraction: initial prompt version
(Prompt 1) and the improved version used in the study (Prompt 2)

By doing so, we get a short summary on positive and negative aspects mentioned in the text
of each review and eliminate descriptive parts of the review that are emotionally neutral and not
informative for our analysis. An example of keyword extraction is presented in Tab.

Classified keywords are already useful for detailed analysis of visitor’s experience, but with
many sites and hundreds of reviews it is difficult and time-consuming to generalize. That is why at
the next step (model call 2, Fig. we asked LLM to process tables with keywords to get a short
text report on what visitors liked and disliked. The report is composed by year. We tried several
approaches to prompting before we got a decent result. At first, we wanted a model to classify
semantically similar keywords into arbitrary categories (positive and negative separately), to
name the categories (for example, ‘Staff’, ‘Exposition’, ‘Infrastructure’, ‘Atmosphere’ etc.) and
to display them together with 5 examples of relevant keywords. We then counted how often (in
how many reviews) each category was mentioned.

Manual validation of model output showed that counting was not accurate and there were
a lot of hallucinations — the model created keywords and categories which did not exist in
the reviews. Hallucinations were particularly characteristic of negative categories (e.g., ‘Master-
classes and events’: No master classes for children, no interesting projects). Also, displaying
just 5 examples of keywords was insufficient: the name of the category was often broader than
keyword examples, so it was not transparent what exactly the model generalized in the category
(eg. ‘Organization of space and comfort’). The second step was to classify semantically similar
keywords into arbitrary categories, but with a restriction to put every keyword only in one of
the categories (no missing keywords) and display the name of the category together with all the

130 Supercomputing Frontiers and Innovations



A.V. Kolmogorova, E.R. Kulikova, V.V. Lobanov

Table 5. The result of keywords extraction for one of the sites

review id year positives negatives
review 533 2020 wuHTepecHoe 3jaHue |interesting 9KCHO3UIMEM HE [OHPABUJIACH —
building]| 6enuo [did not like the exhibits —
poor]
review 439 2023 cmac mac or jgoxas [sheltered us waitmas He paboraer [tea room is not
from the rain] working|
review 55 2024 BexksmBbIil mepconan [polite staff|, memmmk BBICOKOBaT [price is a bit

review 456 2020

review 394 2022

review 429 2023

HHTepecHas 3a/lyMKa HHTepbepa

[interesting  interior  concept],
KapTUHHBbIE 3Kcnosunuu [art exhi-
bitions|, ukoHbl u mKarTyiku [icons
and caskets|,  apxeosornveckas
nHTEepaKTUBHAas BBICTaBKa [archaeo—
logical interactive exhibition]|

MHOTO 9ero WMHTEPECHOIO MOXKHO
[OCMOTPeTh M y3HATh [many inter-

esting things to see and learn]

OYeHb Xopolnee MecTo [very good
place|, yaukaapable paboThl [unique

works|

high|, nomosaurenpras mwiara [extra
charge|, wenpomymanHasi cucremMa
nposepku 6useros [poorly designed

ticket checking system|

C pOIuTeNss B3N 3a Ouier u
3a 9KCKypcoBoja |charged the par-
ent for the ticket and the guide|,
JIOMOJTHUTEJIBHOTO 9KCKYPCOBOA HE
6110 1pejicTaBieno [no additional
guide was provided|

YHUKaJIbHAST MeOEb B OUeHb ILIOXOM
cocrostauu [unique furniture in very
poor condition]

y»kacHo jgoporo [terribly expensive]

keywords representing it. The logic of categorisation became clearer; however, the output was
long and difficult to read. Because the aim of this step was to get a short readable overview of
visitors’ opinions, we rejected this approach as well.

Then the solution we found was to predefine the list of the categories in the prompt to make
reports more structured, predictable and precise. To compose the list of categories we firstly
contacted museum workers who consulted us on the aspects of visitor experience that they
mostly wanted to know about. We also analyzed related work in the field of visitor studies
to understand what information from visitors’ reviews is the most valuable and often mentioned.

We got two lists of categories — basic and expanded. Basic: Exposition, staff, location, food
and toilets, prices, the appearance of the sites and territory. Expanded: Visit with children,
facilities for people with physical disabilities, emotions and atmosphere, general impression,
knowledge and education, entertainment and shopping, accessibility (how to get to a place),
history and patriotic education.

We experimented with different prompting strategies, mainly using a single prompt of vari-
able length with mostly the same structure: define the role, describe the limitations on the
output, describe the task, provide a single example or more than one, give data for analysis. It
turned out that smaller models find it difficult to follow longer instructions. Long instructions
resulted in errors in formatting the output, hallucinations, especially when producing reports,
and other issues. Finally, we decided to split the prompt into a system prompt and a user prompt
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and make them as short and concise as possible while only including one example of expected
output.

To summarize all our observations about the best keyword analysis and categorization
prompt, here are the requirements for the prompt for the second model call: it consists of a
system and user prompt; both prompts are as short and unambiguous as possible; the system
prompt outlines the role and formatting; the user prompt provides the task, example and data

(Fig. @)

Prompt 1
Instructions:
1. Analyze the provided positive and negative keywords from

reviews for {year}.
2. Group semantically similar words into meaningful categories.

3. For each category, formulate a description explaining its essence.
Important: The description must include at least two adjective-
noun phrases (e.g. "engaging lectures’, "modern equipment”).

4. Count the number of reviews mentioning words from each
category and present it in the format "count_in_category /
{total_reviews._for_year} (percentage%)". Round the percentage to
the nearest whole number. Do not include categories with only one
review. List categories in descending order by review count.

5. If there are no relevant words for positive or negative feedback, or
they do not form a category, use the special category "No data" with
the description "Relevant words are absent" and the count "0 /
{total_reviews_for_year} (0%)".

6. Output the result strictly in two sections: "Positive categories"
and "Negative categories’. Both sections must be present, even if
one contains only "No data’.

7. Do not add any extra text: no introduction, no conclusion, no year
headings, no comments—only the result in the specified format.
Examples of Format and Descriptions:

* Example of a positive category (with 2+ "adjective+noun" in
description):

Exhibitions and Displays - Interesting exhibits and educational
materials, frequent collection updates: 58 / {total_reviews_for_year}
(X9%)

* Example of another positive category:

Atmosphere and Comfort - Pleasant environment and clean
premises, comfortable rest areas: 29 / {total_reviews_for_year} (Y%)

* Example of a negative category (with 2+ "adjective+noun’” in
description):

Staff Performance - Slow service and inattentive staff, long wait for
responses: 21/ {total_reviews._for_year} (Z%)

Prompt 2

@cﬁons:

1. Analyze the provided positive and negative keywords
from reviews for {year}.

2. Group semantically similar words into meaningful
categories.

3. For each category, list 5 keywords as noun-adjective
phrases.

4. If there are no relevant words for positive or negative
feedback, or they don't form a category, use the special
category 'No data' with the description 'Relevant words
are absent'.

5. Output the result strictly in two sections: 'Positive
categories' and 'Negative categories'. Both sections
must be present, even if one contains only 'No data'

6. Do not add any extra text: no introduction, no
conclusion, no year headings, no comments—only the
result in the specified format.

Examples of Format and Descriptions:

* Example of a positive category:

Exhibition and Displays - Interesting exhibits and
educational materials, frequent collection updates,
beautiful fresco, convenient access, large collection
* Example of a negative category:

Staff Performance - Slow service and inattentive staff,
long wait for responses, rude behavior, cashier refused toj
issue a ticket, not enough staff
* Example of 'No data' category:

No data - Relevant words are absent
Data for analysis:

Total number of reviews for {year}:{total_reviews_for_year]

Positive keywords: {full_positive_input}
@ive keywords: {full_negative_input} /

Prompt 3
YSTEM PROMPT
You are an Al assistant that classifies keywords from

reviews according to given categories. Your task is to
strictly follow the output format. Every category
should have a name followed by a colon and then the
keywords separated by a comma. If there are no words
in a category, leave a -'. Try to use it as rarely as
possible, check three times before deciding there are
no keywords for this category. Do not add any other
text apart from section names “Positive categories”
and “Negative categories” and the categories
themselves.

Predetermined categories:

USER PROMPT
Analyze keywords for {year} year (Total {total} reviews).

An example of a correct output:

Positive categories:

Exposition: an interesting exposition, many exhibits
Personnel: polite personnel

Location: -

Food and toilet rooms: tidy, there is a cafe ...
Negative categories:

Exposition: -

Personnel: rude personnel ...

Data for analysis:

Positive words: {!, 'join(pos) if pos else ‘no data’}
Negative words: {, ‘join(neg) if pos else 'no data'}

\ /

The second prompt we used. It is much shorter than the first one
and tries to force the model to use exactly 5 keywords in each
category. The model occasionally followed this instruction, but we
decided it would be more useful to include all possible keywords
pertaining to this or that category.

The final version of the prompt. We divided it into a system and a
user prompt. The system prompt uses role modeling to provide
clear instructions on the general behaviour of the model and its
outputs. The user prompt only gives the task, a single example
(one-shot learning) and data.

* Example of "No data" category:
No data - Relevant words are absent: 0 / {total_reviews_for_year}
(0%)
Data for analysis

Total number of reviews for {year}: {total_reviews_for_year}

Positive keywords: {full_positive_input}
{gauve keywords: {full_negative_input} J
The most detailed prompt and the first one we used. We tried to
incorporate counting to evaluate how important each category is. It
turned out models almost always hallucinated when producing these
numbers. Review rating had little effect on the result and was not used
by the model, so we stopped using it in the future.

Figure 6. Prompts for categorization

One of the biggest challenges of this research was choosing a large language model that fit our
goals. To do so, we developed certain criteria for choosing the best LLM: accessible on Hugging
Face; GGUF format that is compatible with llama-cpp-python; 8B parameters, quantization
from 4 to 8 bit; optimized for working with Russian / trained on Russian datasets. Hugging Face
was chosen as one of the best places for hosting open source LLMs. Moreover, it has convenient
Python libraries to easily download and test different models. The most suitable inference engine
for our purposes turned out to be llama-cpp-python because it is fairly well optimized and
user-friendly. LLMs have to be contained within a .gguf file in order to be run through llama-
cpp-python. The engine requires the user to first initialize an instance of a Llama class where
the hyperparameters are defined such as the number of GPU layers to use. Then the response is
produced via an ’'llm’ function that takes the prompt and the class instance. Models are run via
Google Colab’s T4 GPU that has certain memory limitations; therefore, it is only possible to use
models the size of which does not exceed 8B parameters with quantization up to 8 bit. The final
criterion is of critical importance. Most open-source models that fit the first three criteria do not
have enough Russian in their training set. This results in empty or unsatisfactory outputs when
processing Russian texts. We tested a number of models that fit 3 or 4 of the criteria, but most
of them produced poor results. Most of the outputs turned out to be empty when using;:

1. Mistral 7B Q4 [8];

9

2. Solar 10.7B Q4 .
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The result was satisfactory, but still worse than the model of choice:
1. Saiga Llama 8B Q4 ;
2. Vikhr 7B Q4 [13];
3. YandexGPT-5-Lite 8B Q4 [14].
The model that produced the best results turned out to be YandexGPT-5-Lite 8B Q8 .
Its parameters are described in Tab. @

Table 6. Parameters of YandexGPT-5-Lite 8B Q8

Parameter Value

Parameter count 8 billion

Base architecture Llama

Quantization Q8 _0 (8 bit) in GGUF format
Model size 8.54 GB

Maximum context window 32K
Compatibility Usable with llama-cpp-python

It turned out to produce the best output for the second step in the pipeline — keyword
analysis and categorization. The key features of this model include a substantial number of
Russian texts in the training set and a tokenizer well optimized for working with Russian as well
as compatibility with llama.cpp and a size that does not exceed the memory limit of Google
Colab’s T4 GPU.

5. Results

The methodology described above allows us to turn hundreds of unstructured reviews into
a concise text report which contains information on positive and negative aspects of visitors’
experience. Below is an example of such a report for the year 2020 for one site (Fig. . In
the first part of the report there are keywords that reflect positive opinions. They are grouped
thematically into 14 categories. In the second part the same is done for negative keywords.

Using this methodology, we analyzed reviews on 15 different sites that people wrote on
popular websites for tourists. To track changes in visitors’ opinion, we analyzed reviews from
2020 to 2025. Several observations can be made based on the results of keywords extraction and
sentiment classification. The most frequently mentioned positive aspects are exposition, general
impression and emotions and atmosphere: about 2500 keywords extracted from the reviews
are related to exposition, about 1000 describe visitors’ general impression and about 900 were
classified as describing emotions of visitors and atmosphere of the place (Fig. .

On the other hand, visitors rarely talk about accessibility and facilities for people with phys-
ical disabilities in a positive way (only 51 and 21 keywords respectively in 6 years) (Fig. . For
example, visitors of museum site “Palaty” mention the following positive aspects (translation
from Russian): ‘good collection’, ‘interesting exhibitions’, ‘valuable paintings’ (category ‘Ex-
position’); ‘recommend this museum’, ‘interesting place’, ‘a perfect place for the whole family’
(category ‘General impression’); ‘cozy atmosphere’, ‘felt hospitality of the staff’, ‘comfortable’
(category ‘Emotions and atmosphere’). Keywords in other categories give more specific details,
for example ‘friendly staff’, ‘well-restored and renovated’, ‘great masterclasses for children’.

Looking at the distribution of keywords among categories (Fig.|8| Fig. @), we may conclude
that when writing a review people firstly remember central aspects of their visit — what they saw
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Spasc-Eviimiev Monastery

ﬁSITWE CATEGORIES:

Exposition: interesting exhibition, rich history, thematic exhibition, authentic documents, many diverse museums, ancient icons and books,
folk crafts museum, rare frescoes, bell ringing, exhibits of federal significance.
Staff, polite staff, engaging storyteller, great guides, museum staff are very pleasant and attentive, enjoyable interaction with employees, staff
are great, excellent guide, friendly staff, interesting fresco viewing, sharing knowledge with guests,
Location: large territory with exhibition, opportunity to walk along the walls, plenty of space for walking, ability to climb the bell tower,
passages along walls and fortress towers, wonderful city,
Food and Toilets: delicious pancakes, good non-alcoholic shiten, decent toilet, café, places to snack, tasty food, good food, clean, convenient
single entrance, free and clean toilets,
Prices: affordable price, reasonable price, not expensive, economical, discounts, free admission for children.
The Appearance of the Sites and Territory: impressive appearance, beautiful walls, white-stone architecture of Suzdal, architectural forms,
beautiful views, beautiful grounds, picturesque location, many benches, clean, cozy old town.
Visit with Children: children's playground, opportunity to walk with children, play areas for kids.
Emotions and Atmosphere: blessed place, tranquility, inner peace, silence, peaceful, enjoy quiet and serenity, pleasant to be here, divine place,
grace,
General Impression: recormmend visiting this place, unforgettable, interesting, cool, great, beautiful monastery, excellent museurm complex,
beautiful there, well-restored.
Entertainment and Shopping: regular concerts of bell music, choir Blagovest singing, possibility to climb the bell tower, walks through the
meadow by the monastery walls, souvenir shop.

NEGATIVE CATEGORIES:

staff. unfriendly attendant, inattentive waitstaff, service leaves much to be desired.

Location: no opportunity to walk around the grounds, lack of pedestrian walking areas, too many tourists.

Food and Toilets: pancakes reheated in microwave, somewhat expensive, high entrance fee to the site, expensive pancakes and tea, prices are
high, strange pieces of cabbage, no cafg, no free parking.

Prices: inadequate ticket price, cost of a single combined ticket at 400 rubles per person with no discounts for Russian pensioners, expensive
ticket, high cost, pricey, hard to comprehend, expensive, high prices, lack of discounts for pensioners.

The Appearance of the Sites and Territory: gray, destroyed by the Bolsheviks, wall condition not good everywhere, no lighting, unpaved
paths, slippery.

Facilities for People with Physical Disabilities: -

Emotions and Atmosphere: gloomy place, cold, feel bad for the country.

General Impression: disappointed by the bell museum, unimpressive, didn't resonate, erdinary, nothing interesting, not appealing,
Entertainment and Shopping: -

chisihility: buses are simply terrible. /

Figure 7. Report with positive and negative categories

2020 W 2021 W 2022 W 2023 W 2024 W 2005
2500

| B75

1 250

625

g —= L
Exposition General i

and h

Figure 8. The most often mentioned positive categories

(what exhibits), what the place looked like (category ‘Appearance of the sites and territory’)
and how they felt about it. Visitors also do not forget to mention staff if they were friendly and
polite. Other details are mentioned optionally.

When it comes to negative opinions, we see that people mention negative things in their
reviews much more rarely than positive — the most popular negative categories have 222, 294
and 304 keywords in them (Fig. compared to hundreds and thousands of positive keywords.

Among the most frequent aspects which people mention as negative are ‘General impression’
and ‘Exposition’ (similar to the positive ones), however the third category is different which is
‘Price’ (‘a bit pricey’, ‘not cheap’, ‘high price is unjustified’). There is one category for which no
negative opinions have been found — history and patriotic education (Fig..
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Figure 9. Amount of keywords in positive categories
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Figure 10. The most often mentioned negative categories
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Figure 11. Amount of keywords in negative categories
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6. Discussion

In this paper we presented the results of collaboration with a museum which needed to
optimize visitors’ feedback analytics. We have tested a new approach to ABSA of visitors’ reviews
that leverages large language models and their growing effectiveness in solving many analytical
NLP tasks.

For the museum workers it was important to turn thousands of reviews into short, concise
yet informative reports on what their visitors like and do not like. To do so, we decomposed the
analysis into several steps — expressive keywords extraction, their classification into positive and
negative and thematic categorization.

As a result, the information is compressed at two levels: for more detailed analysis the key-
words can be used, for an overview there is a report summarizing the information by categories.

The applied approach has its advantages and disadvantages. First advantage is that, among
the extracted keywords, there are n-grams of varying lengths: bigrams (‘unrepecuas sxcrosurus’
[interesting exhibition|), trigrams (‘moxkHO KapToii omtaTuTs’ [accept card payments|), 4-grams
(‘HerrpostymanHast cucreMa nposepku oumieros’ [poorly designed ticket checking]), etc. The use
of diverse n-grams provides granular insights into visitor preferences, significantly enhancing
aspect-level sentiment analysis.

Moreover, the limitation observed in experiments with the dictionary-based method has
been overcome — the severe disparity between negative and positive keywords was alleviated.
Despite being fewer in number, negative keywords were still extracted for every object. To assess
the quality of keyword extraction, we manually annotated a sample of 300 reviews comprising
1331 keywords (in human annotation) and compared them with the extraction performed by the
LLM. We considered keywords “missed” if the model (1) failed to add a meaningful keyword,
(2) extracted a word/phrase that cannot be considered a keyword for the review or (3) failed to
recognize the correct sentiment polarity (e.g., ‘mo yxkaca kpacus’ as negative). The results can
be observed in Fig. Automatic keyword extraction turned out to be quite effective with the
model “missing” only 92 out of 1331 keywords (6.9%).

1331

wards

Mumber af Keywords

Keywards

Figure 12. Comparison between human and LLM keyword extraction

Thirdly, despite the absence of direct sentiment cues in certain n-grams, the model accurately
infers their polarity based on contextual clues and categories them appropriately (‘uxoHbl U
mKkaryakn’ (positive); ‘ToapKo yuauresasb mpomésn beciatno’ (in context ‘...a ¢ pojuTess B3sn
3a GuieT u 3a 3KCKypcoBoja - (negative)).

Finally, the two-step pipeline eliminated the need for separate topic modeling: the LLM
automatically groups keywords into thematic clusters. In most cases, we managed to limit hal-
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lucinations for “empty categories” — the model inserts a dash in the thematic category for which
no positive or negative keywords were found, rather than inventing non-existent ones.

As for disadvantages, we will focus on several of them.

Firstly, via prompting we did not manage to provide any quantitative data on the frequency
of certain topics. The LLM which we have chosen as well as those we tested did not manage to
do correct calculations. We tried to instruct the model to count the number of keywords used in
each of the categories in absolute and relative figures, but it failed to do so. Proper calculations
require access to tools such as code, which is not accessible to smaller models used by us.

The second disadvantage is that we still may encounter model hallucinations for different
reasons. One of them is lack of data. For example, when there are 200 reviews for a site in one year
and only 10 reviews have some negative aspects mentioned, when classifying keywords the model
can make them up to fill in the categories though it is instructed not to do so. Another cause
for hallucinations is the comparatively small size of LLMs used, especially the use of quantized
models. The smaller the model and the higher the quantization, the less accurate predictions can
be made by the model, which results in its failure to strictly follow instructions and keep real
data in its context. Hence, manual checking is always needed. We compared the reports for two
museum sites and the corresponding tables with keywords to reveal the number of hallucinated
keywords that were not present in the table provided to the model as data for analysis (Fig..
For the Church of Boris and Gleb, hallucinations made up 7.9% (29 out of 367 keywords),
the Suzdal Kremlin report had 5.7% of hallucinated keywords (62 out of 1088 keywords). The
percentage of hallucinations is comparatively low, but it only proves the existing problem of large
language models fabricating data. Besides, we encountered other minor issues such as repetition,
miscategorisation (failure to properly attribute keywords to a category) and grammar mistakes
(e.g., agreement between an adjective and a noun — ‘noxpo6uast myresogurTess’ [detailed guidel).

1000

&00

800

400

Number of Keywords

200

oL —— N

-aeD i
i e
(ol u __,U._,'L\'a-

crure? B

Figure 13. Number of hallucinations in some reports

The final limitation is that optimal keyword categorization requires pre-defined themes,
necessitating either expert annotation or client guidance. Despite providing mandatory/optional
category lists, the model over-generated outputs without discrimination. We propose addressing
this via advanced prompting techniques like chain-of-thought and few-shot learning.
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Conclusion

This study demonstrates the efficacy of utilizing LLMs for ABSA of museum visitor re-
views, addressing the challenges posed by the multi-thematic and open-domain nature of such
texts. By implementing a structured pipeline that combines keyword extraction, sentiment clas-
sification, and thematic categorization, we successfully transformed unstructured review data
into actionable insights without relying on traditional topic modeling techniques. The proposed
methodology leverages the contextual understanding capabilities of LLMs to handle diverse n-
grams and implicit sentiment cues, achieving a balanced representation of positive and negative
aspects across predefined thematic categories. Key advantages include the elimination of sen-
timent polarity bias, reduced computational dependency on preprocessing, and the ability to
generate concise, human-readable reports for end-users. However, limitations such as model hal-
lucinations, quantization constraints, and the need for predefined categories highlight areas for
future refinement. Despite these challenges, our approach offers a scalable solution for cultural
institutions seeking to optimize visitor experience analytics. Future work could explore the in-
tegration of tool-enabled LLMs for quantitative analysis, advanced prompting strategies like
chain-of-thought, and domain-specific fine-tuning to further enhance accuracy and reduce man-
ual validation efforts. This research contributes to the growing body of work on LLM applications
in NLP and underscores their potential to revolutionize sentiment analysis in non-commercial
domains.
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Research Program at HSE University in 2025.
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This article presents a neurosymbolic approach for analyzing the alignment between textbook
content and educational standards. The study addresses the problem of assessing terminological
coherence by evaluating a corpus of textbooks against the Russian Federal State Educational
Standard. We employ a hybrid methodology combining classical symbolic NLP methods for topic
modeling (keyword extraction and term alignment) with qualitative analysis and use of modern
large language models for items not found algorithmically. The experimental results on a corpus of
5 textbooks on Physics for the Tth grade and corresponding educational standard indicate a mean
coverage of standard topics of 71% across all textbooks with use of the symbolic methods. Appli-
cation of large language model (ChatGPT 5) for the qualitative analysis recovered 51% keywords
initially missed by the abovementioned methods. The findings are relevant for researchers in edu-
cational linguistics, computational linguistics, curriculum developers, and textbook authors. The
proposed pipeline offers a scalable tool for automating analysis of educational content compliance,
reducing the workload for manual expert assessment. This work contributes to the development
of Al-assisted methodologies in educational standard alignment and textbook quality control.

Keywords: topic modeling, keyword extraction, symbolic NLP, large language model, textbook
analysis.

Introduction

Alignment between educational standards and textbooks content as the degree of coherence
between curricula and textbooks content has been an area of numerous disputes , and as
such extensively studied around the world . Modern natural language processing (NLP)
paradigm provides numerous approaches and powerful toolkits to measure this alignment: recent
advances in large language models (LLMs) resulted in significant changes in the area, and LLMs
enable considerate assistance in educational content assessment thus reducing the workload
of academics and test developers.

Specifics and complexity of solving this problem is related to identifying the range of linguis-
tic variability in texts, dynamism of modern discourse and active expansion of nonverbal signs
into academic texts as well as growing number of nonlinear, polycode texts. All the above con-
stitute the foundation of ongoing research in alignment between textbooks content and national
standards.

Although the Russian textbook language quality and its compliance with national standards
have been lately addressed by Russian and foreign researchers , to the best of our knowl-
edge, there is no research which explicitly uses both symbolic NLP methods and LLM evaluation
tools to assess textbook language alignment with national educational standards. Thus the cur-
rent research is aimed at evaluating terminological coherence between the educational content of
five Physics textbooks and the Federal State Educational Standard.

The main goal of this research is to experimentally verify the algorithm for educational
standard compliance analysis of educational texts. This algorithm can be used as a support tool
for authors of textbooks and official experts by giving them the preliminary results for furhter
investigation. Thus, the research questions we address are as follows:

!'Kazan Federal University, Kazan, Russian Federation
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1. Application of classical symbolic NLP methods to keyword extraction;

2. Application of NLP methods based on neural networks, particularly use of LLM for additional
keyword extraction;

3. Combined use of these methods to solve the problem of educational standard compliance
analysis for textbooks.

The article is structured as follows. Sectionprovides an overview of the pipeline for problem
of educational standard compliance analysis. Section presents the related works analysis of
NLP technologies used in various relevant tasks. Section describes the results of this study.
presents the main findings and directions for future developments.

1. Methodology

1.1. Problem of Educational Standard Compliance Analysis

Before we move on to clarified formulation of the problem of educational standard compliance
analysis, it is necessary to describe the most important elements of the Federal State Educational
Standard structure. These are the following elements:

e A set of topics on the school subject for one school class. Each topic has a description in
free form, it determines which concepts from the topic should be disclosed in a textbook.

e A set of terms on the school subject for one school class. These terms should also be
disclosed in a textbook.

The problem of educational standard compliance analysis then is defined as follows: to check
whether a textbook aligns with topics and terms from the standard, also assessing to what extent
it occurs.

To solve this problem, we propose to reduce it to the topic modeling problem partially,
within which a topic description in the standard (standard topic) should be represented as a set
of keywords. The set of terms in the standard (standard terms) can be considered a separate
topic, isolated in its pragmatic significance for this problem.

Thus, we propose to use a hybrid neurosymbolic approach to this topic modeling problem.
The symbolic part of the approach consists in usage of tokenization, lemmatization, n-gram
retrieval and bag of words (BOW) methods. These methods are used for the primary algorithmic
analysis of the textbook to search for keywords for each standard topic and to search for standard
terms. The neural network part of the approach involves the use of LLM for subsequent qualitative
analysis of keywords and terms not found algorithmically.

The general scheme of the solution pipeline is shown in Fig.|1| A detailed description of the
pipeline stages is presented in the next subsections.

1.2. Preprocessing of Textbooks and Standards

Preprocessing of textbooks is an important pipeline stage, necessary for further analysis.
This stage is fully automated, with the following algorithm:
1. Compilation of a textbook metadata file containing: a list of textbooks in the source dataset,
their metadata (ID, title, school subject, school class), paths to files with different forms of
textbook text representation.

2. Extraction of texts from the source textbook files and saving them in TXT format.
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Figure 1. General scheme of textbook analysis stages

3. Tokenization of texts, which includes the removal of punctuation, stop words, and grammat-
ical lemmatization (normalization) of tokens using a specific configuration. The resulting
token set is saved in JSON format.

Preprocessing of standard texts is a more complex task, since the description of each standard
topic is a free-form text, for automatic processing of which a semantic analyzer is required. Thus,
while this stage is not fully automated, we propose to use LLM to extract keywords and terms as
it can be an effective solution for semantic analysis as shown in Section Sequence of actions:

1. Algorithmic compilation of a standards metadata file containing: a list of standards, their
metadata (school subject, school class, level — basic or advanced), paths to files with different
forms of standard representation.

2. Manual split of the standards text into topic descriptions and term descriptions.

3. Extraction of topic keywords and terms from the corresponding descriptions using LLM with
a prepared prompt.

4. Algorithmic compilation of normalized n-grams of keywords and terms. Since keywords and

terms can consist of several words in different word forms, n-grams should be compiled for
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further analysis, and their normalization should be performed using the same configuration
that was used to normalize textbook tokens. The resulting sets of keywords and a set of
terms are saved in JSON format.

1.3. Primary Analysis: Comparison of Textbooks and Standards

For the primary analysis of textbooks for compliance with the educational standard, an
automatic algorithm is used to align the tokenized textbook and sets of standard topic keywords
or standard terms. The algorithm is as follows:

1. Compilation of ID-dictionary for the corpus of tokenized textbooks, taking into account the
automatic collection of tokens into n-grams.

2. Compilation of a textbook BOW using the ID-dictionary, containing IDs of n-grams and
their number of instances in the textbook.

3. For each standard topic, a BOW of the corresponding keywords set is compiled, after which

a search for matching IDs of keywords in the textbook BOW is performed. The following

are output: keyword, number of instances, frequency.

number of instances

F —

AU = e rtbook length in tokens

4. For each standard topic, a separate search is performed among the not found keywords, those
that had too small number of instances to be collected into an n-gram.

5. For each standard topic, the keywords found and not found by the algorithm are displayed,
and the coverage is calculated.

number of found keywords in textbook

Coverage =
g total number of keywords in topic

It should be noted that classical metrics for keyword extractions, such as accuracy, precision
and recall, are not suitable in this case, as they are metrics for supervised classification task
demanding availability of a labeled data, while this algorithm is unsupervised.
6. Average coverage of the standard topics in the textbook is calculated.
The automatic algorithm for comparing the tokenized textbook and the previously obtained
set of standard terms is performed in a similar way, while set of standard terms is accepted as a
separate topic with a set of corresponding keywords.

1.4. Qualitative Analysis of Undetected Keywords and Terms

Since classical NLP methods do not take into account synonyms and semantically close
descriptions of standard topics and terms, a qualitative analysis of the keywords and terms not
found in each textbook is necessary.

Obviously, to solve this problem, manual expert assessment of each textbook can be used,
but it is a labor-intensive task in the conditions of a large volume of textbooks. Thus, we propose
to use LLM with a prepared prompt to check each set of keywords and terms not found in the
primary analysis for each textbook.

However, the output of LLM also requires manual verification, so the set of terms additionally
found using LLM is output separately. Recovery metric is calculated as:

number of keywords found by LLM
number of keywords not found by algorithm’

Recovery =
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1.5. Source Data and Technologies

For the experimental verification of the proposed approach, a set of source data was used:
the educational standard for Physics, 7th school class, basic level, and a set of textbooks. T: able
presents the topics of this standard with English translation and their IDs used further. 5 text-
books on Physics for the 7th class of different publication years in WORD document format
were considered. Tablepresents the bibliographic data of these textbooks and their IDs used
further.

Table 1. Standard topics

ID Topic

Topic 1 | Qusuka u ee pojib B MO3HAHUU OKPY2KAIOIIEr0 MUPA

Physics and its role in understanding the world around us

Topic 2 | IleponavaibHBIE CBEIEHUSI O CTPOEHNN BEIIECTBA,

Initial information about structure of matter

Topic 3 | IBmxkenne u B3auMOJIEiCTBHE TeJ

Movement and interaction of bodies

Topic 4 | JlaBienne TBEpABIX TeJI, KUIKOCTEH 1 Ta30B

Pressure of solids, liquids and gases

Topic 5 | Pabora u morHOCTE. DHEPrUs
Work and power. Energy

Table 2. Textbook bibliography

ID Textbook
81412 | TI'enmenmrreitn JI. 9. @Pusmka. 7 kmacc. B 2 9. Y. 1 : yuebHUK 151

obrmeobpazoBaresbHbIX yupexaenuit / JI. 9. engenmreitn, A. B. Kaiinamos
; mox pex. B. A. OpJosa, 1. U. Poiizena. — 3-e usg., ucup. — M.: MuaemosuHa,
2012. - 255 c¢. : ma. ISBN 978-5-346-02160-5

31329 | I'pomos C. B. @usuka: Yueb. jjst 7 ki1. obuieobpasosar. yupexaennii/ C.

B. I'pomos, H. A. Poguna.- 4-e uzma.- M.: IIpocsemenune, 2002.- 158 c.: wmir.-
ISBN 5-09-011495-1
28878 | Duswuka. 7 kmacc : yueb. st 0bmeodbpazosar. opramusarmit / O.D. Kabapum.

- 3-e u3m. - M.: Ilpocsemenne, 2014. - 176 c.: ¢ ui.

21915 | @usuka. 7 k1. : yueb. jyisi 06meobpaszosar. yupexaenuit / A.B. I[Iépbrmkun.
- 2-e uzn., crepeorut. - M.: [Ipoda, 2013. - 221 c.: ¢ u.

26802 | ®uswuka. 7 xiacc : yuebuuk / H.C. Ilypsimesa, H.E. Baxkeesckasi. - 2-¢ uz.,
crepeorut. - M.: Ipoda, 2013. - 224 c.: ¢ n.

For implementation, the Python programming language, PyCharm development environ-
ment, and Jupyter were used. textract library was used to extract textbook texts. gensim li-
brary was used to apply symbolic NLP methods: ID-dictionary compilation, bigram and trigram
extraction (threshold = 1), BOW compilation. Additionally, less frequent n-gram candidates
for n > 3 were extracted using custom algorithm. Tokenization was performed using razdel
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library, stop words were removed using stopwords library, and lemmatization was performed
using pymorphy2.

ChatGPT 5 was used as the main LLM in experimental setup. The prompt for preprocessing
the standard text is presented in Fig.with English translation. The prompt for additional search
of not found terms and keywords is presented in Fig.

The best prompts obtained as a result of prompt engineering are shown. It was peculiar that
small changes in the prompt in the conditions of processing an uploaded textbook file greatly
affected the output of LLM, and whether it would take into account the attached textbook file

or not.

2. Related Works

LLMs, being language models, are successfully applied in a wide range of problems related
to information retrieval in texts, such as keyword extraction .

Application of the classical BERT model is described in , where KeyBERT is presented.
The basic idea is that embeddings (vector representations) of the whole text and individual
words are built, which are then compared by the degree of similarity. Its further improvement is
proposed in .

Classical statistical methods also continue to be used. A general overview of statistical meth-
ods for keyword extraction can be found in .

41 m3Biekaio kimovebie ciioBa u3 crangapra PT'OC no {npeamer} mst cperero obpasoBaHus.
W3navasibHO OHM MHE JIaHBI B BHJIE OIMCAHUsI HAa €CTECTBEHHOM si3bike. [IpeobpazoBamus,
KOTOPBIE 5 IPUMEHSIO, CJIe/IYIONINE:

- O6beanHEeHNE HECKOIBKUX CJIOB B N-TPAMMY KJIIOUYE€BOTO CJIOBA;

- 3BJteveHne HECKOJIBKUX N-TPaMM U3 MX COKPAIIEHHOTO OIUCAHUS;

- Hanmcanune coOCTBEHHBIX N-IPAMM U3 OIMCAHUS B BUJIE IIPEIJIOXKEHUS;

- N3Bneyenne n3 n-rpamm 6oJjee 0OOOITAIONIINK KIOUYEBBIX CJIOB;

- QubTpariyst CJIOB, He SIBJISIFONIUXCS KJIFOYEBBIMU CJIOBAMU TI0 IIPEJIMETY.

Mue HEOOX0IMMO aBTOMATU3UPOBATH pPyUHyIO pabory. [lasiee s Oymy maBaTh Tebe OIMUCAHUA,
a ThI IIpeobpa3yit ux B crucku n-rpamm. OTBevail KpaTko, ciuckoMm B ¢opmare Python, Ge3

IOSICHEHUIA.

I extract keywords from the State Educational Standard for {subject} for School Education.
Initially, they are given to me as a description in natural language. The transformations I apply
are following:

- Combining several words into an n-gram of a keyword;

- Extracting several n-grams from their abbreviated description;

- Writing own n-grams from a description in form of a sentence;

- Extracting more general keywords from n-grams;

- Filtering words that are not keywords of the subject.

I need to automate manual work. Next, I will give you the descriptions and you transform them

into lists of n-grams. Answer briefly, with a list in Python format, without explanations.

Figure 2. Prompt for text processing of the standard
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Tebe man Teker ydueOHUKa 10 {IIpeMer} Jyist cpejiHero o0pa3oBaHusl B BHJE NPUKPEIJIEHHOIO
daitna. d memaro aHAIN3 HATUYIHS KJIIOYEBBIX CJIOB 110 TeMaM. JIis oHON TeMbl MOt aaropuT™M
BBISIBUJI CJIEJIyIOIME He HaliJ[eHHbIe KJII0YeBble CJI0Ba (IPUBEJEHBI B BUJE HOPMAJTM30BAHHBIX
n-rpamm):

{kir0ueBbIe _CilOBa}

[TombrTaticss HANTH 9TU KIIIOUEBBIE CJIOBA B IIPEIOCTABJIEHHOM y4YeOHUKE B BUJE UX CUHOHUMOB
mn 6JIM3KUX K HUM OMUCaHuil 1 TeM. B oTBeTe fail TOJBKO CTUCOK HANIEHHBIX KJIIOYEBBIX CJIOB

B TOM BHJE, B KOTOPOM OHHU JaHbl B USHaYaJIbHOM CIIHCKE.

You are given the text of a {subject} textbook for secondary education in the attached file. I
do a keyword analysis by topic. For one topic, my algorithm identifies the following not found
keywords (given as normalized n-grams):

{keyword _set}

Try to find these keywords in the provided textbook as their synonyms or close descriptions
and topics. The answer only contains a list of found keywords in form in which they are given

in the original list.

Figure 3. Prompt for search of not found terms and keywords

A combined approach with simultaneous application of several methods, including Trans-
former LLM, is proposed in . Unfortunately, this work does not provide data allowing us to
evaluate the effect of applying modern LLMs. Experimentally confirmed advantages of the com-
bined approach are described in . In this paper, LLM is combined with knowledge graphs,
in which information is represented as triplets. Medical texts are processed and it is shown that
the combined use of these two approaches provides a better result than they can give separately.
The idea of combining LLM with knowledge graphs seems to be very promising.

In the task of extracting keywords from abstracts of Russian-language scientific articles using
the BERTScore metric , the average result of three LLMs (Saiga, Mistral, and Vikhr) in zero-
shot mode was 76.05, when soft fine-tuned on three random examples was 77.28. The average
result of two classical statistical methods, YAKE and RuTermExtract, was 72.54. The average
result of two fine-tuned neural networks, mT5 and mBART, was 77.37. Thus, LLMs demonstrate
a better result than classical statistical methods, and are inferior to specialized fine-tuned neural
networks, but not by much.

These results are further demonstrated in , fine-tuned mT5 model is compared to Topi-
cRank, YAKE, RuTermExtract, KeyBERT using F-measure, ROUGE-1 and BERTScore metrics.
According to this article, mT5 and RuTermExtract shows the highest performance in terms of the
BERTScore metric (76.89 and 75.80), where mT5 demonstrates better results when generating
keywords not presented in the source text.

Regarding the studies examining end-to-end solutions using only LLM for keyword extrac-
tion, given the different tasks, datasets, and metrics used, a direct comparison of results is not
possible. It can only be noted that several studies @, like ours, have noted the high potential
of LLM even without additional fine-tuning for keyword-related tasks.

A significant number of publications are devoted to the application of LLM for extracting
critical terms in various subject areas to solve specific problems. In , extraction of keywords
from electronic medical records to create a database of oncological diseases is described. In ,
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application of the PhenoBERT system and LLM for extracting phenotypes from clinical records
is considered and it is shown that LLM can find information missed by experts.

In , LLM-based framework for extracting terms from E-commerce platform texts is pro-
posed. Specific applications are given and the effectiveness of this approach is experimentally
demonstrated. In article @, LLM is applied to the analysis of historical documents. In arti-
cle , LLM is applied to extract objects and their properties from agricultural texts in order
to obtain information about pests. It is shown that LLM can achieve better results than conven-
tional methods.

Relatively few publications are available on application of LLM for term extraction in the
social sciences and humanities. In , the lack of standardized datasets for applying LLM is
noted and a dataset for political texts is presented.

It should be noted that not all works demonstrate the advantages of LLM in this problem-
atics. Thus, in it is shown that they successfully perform in extraction of terms only from
simple sentences, while statistical methods are preferable in more complex situations. An im-
portant study is , which compares the results shown by 3 models: Llama2-7B, GPT-3.5, and
Falcon-7B. This article discusses various factors: hallucinations, prompt quality, dependence on
the subject area.

An important area of research closely related to keyword extraction is topic modeling. It has
been extensively studied and applied in many subject areas, including in education for analyzing
the structure of textbooks . A comprehensive overview of topic modeling can be found
in .

In , LLM was proposed to be used to extract topics instead of traditional methods such
as Latent Dirichlet Allocation (LDA). It was noted that LDA and similar methods do not take
semantics into account, and in this regard, LLM has a significant advantage. The article shows
that this is indeed the case and concludes that LLM can serve as an effective means of topic
modeling. In , it was shown that LLM can be used to assess the relevance of topics instead
of human experts.

LLMs have been used to extract topics in a number of subject areas. Thus, in , the
BERTopic system, created on the basis of the early LLM BERT, was successfully applied to
analyze psychotherapeutic texts. Its further development is presented in . On a dataset of
news texts, the combined use of modern LLM and standard topic modeling techniques improved
topic coherence by about 10% compared to standard methods. In , it is proposed to combine
LLM and cluster analysis methods. Thus, the general current trend is to combine LLM with
standard techniques, and all studies demonstrate an improvement in quality of the extracted
topics. LLM is becoming a new standard in topic modeling.

It is worth noting that the quality of textbooks is determined not only by their compliance
with standards, but also by text complexity, which must be accessible to students. An overview
of text complexity issues can be found in .

3. Results and Discussion

All textbooks were processed in the proposed pipeline. In terms of topic analysis, coverage
of each topic for each textbook was calculated as well as mean coverage of all standard topics.
Keywords not found by the primary analysis were processed with LLM, and were additionally
found in all textbooks. Figureshows an example of the result card for one textbook and one
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topic with all these data. The same steps were done for terms analysis. Figure @ shows the
corresponding result card for one book.

In summary, mean coverage of each topic and mean coverage of terms on all textbooks were
calculated, as well as mean LLM recovery. Tableshows these statistics. Mean coverage among
all topics is 71%. Mean LLM recovery is 51%. Figureshows distribution of topic coverage in
each textbook. This output data can be further used by textbook authors to revise their works
and by official experts for comparative analysis of compliance to the educational standard.

100,00%
90,00%
80,00%
e Topic 5
70,00%
60,00% m Topic 4
50,00%
i 3
40.00% o
30.00%
Topic 2
20,00% :
“ B m 0 m B
0,00%

ID 81412 ID 31329 1D 28878 ID 21915 ID 26802

Figure 4. Topic coverage among all textbooks

Table 3. Results statistics

Topic | Number of keywords Mean coverage Mean LLM recovery
Topic 1 35 62% 56%
Topic 2 27 50% 52%
Topic 3 35 88% 60%
Topic 4 31 67% 24%
Topic 5 19 86% 64%
Terms 88 81% 70%

The first question for discussion is why the symbolic part of the algorithms does not find all
the standard keywords and terms, even when they are present in textbook. The main weakness
of the symbolic approach is its reliance on exact symbolic representation of words, without con-
sideration of synonymy or semantics. This is why the preprocessing is an important step, where
some nested keyword and term representations from the standard are expanded. For example,
excerpt degpopmavusn (ynpyeas, naacmuveckan) = deformation (elastic, plastic) from the stan-
dard is expanded into terms degpopmayua, ynpyeutd_ dedopmayus, naacmuveckud_ dedopmanus
= deformation, elastic_ deformation, plastic _deformation.

Furthermore, all of the keywords and terms not found by the symbolic approach, but recov-
ered using LLM, are presented in textbooks in forms of synonyms or descriptions. First example,
the term npasuno pasnosecue = equiltbrium_rule was not found, but its synonym ycrosue

pasnosecusn = equilibrium condition is present in the textbook ID 81412, so it was recovered by
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LLM (see Fig. @ Second example, the term aepezammuni  cocmoanue = aggregate state was
not found, but the textbook ID 81412 contains an excerpt with the description of solid, liquid
and gaseous states which correspond to this term, so it was recovered by LLM.

The second question for discussion concerns error analysis of LLM-based keyword recovery.
Let us define our null hypothesis about every keyword not found by the symbolic part of the
algorithm as not present in a given textbook. Then every error of LLM output is either type I
error (keyword recovered, but not present in the textbook) or type II error (keyword not found
by LLM, but present in the textbook in some form). Then type I errors are divided into type
I, errors (keyword recovered from false synonym or similar wording), type I, errors (keyword
recovered from similar description) and type I, errors (keyword recovered as hallucination). Type
IT errors are divided into type II, errors (keyword is present as synonym) and type II}, errors

(description of keyword is present).

Table 4. Error statistics for terms recovery

Error ID 81412 1ID 31329 1ID 28878 1ID 21915 ID 26802 Average
Type I 0% 19% 0% ™% 22% 10%
Type I 0% 13% 0% ™% 19% 8%
Type I, 0% 6% 0% 0% 4% 2%
Type 1. 0% 0% 0% 0% 0% 0%
Type 11 30% 19% 17% 7% 11% 17%
Type 11, 10% 6% 6% ™% 0% 6%
Type 11}, 20% 13% 11% 0% 11% 11%
All types 30% 38% 17% 14% 33% 27%

Let us consider error analysis for terms recovery (Tab. , as they, by design of the educational
standard, represent keywords from all of the topics. The table shows the ratio of LLM error
number to number of terms not found by the symbolic part of the algorithm which should be
processed by LLM.

As can be seen in these results, LLM produces less type I errors than type II errors on
average, with the percentage of type I errors sufficiently low, that we can draw a considerable
level of trust for experts and textbook authors to the output of LLM-based keyword recovery.
No hallucinations occurred, for every false keyword recovery there can be given an explanation
whether it was due to similar wording in textbook (dominant number of errors), or due to similar
description. Additional analysis of hallucination occurrence was done in the form of introduction
of trap words. We added to prompt some terms from physics topics of higher education level, such
as relativity theory, electrodynamics, and some terms from completely different topics, namely
literature and biology. No new hallucinations occurred after this addition.

As for type II errors, there are dominance of not found descriptions of keywords in textbook,
which can be explained as attention mechanism in the LLM working in large context when the
keyword description excerpts in the textbook are distributed sparsely. While the number of type
IT errors is higher, the full list of not found keywords is due for manual expert check in the
educational standard compliance analysis regardless, therefore the level of trust in this case is
out of question.

Another note on the results considers textbooks ID 31329 and ID 26802. These textbooks
had a higher number of keywords not found by the symbolic part of the algorithm, and there are
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more errors than in other textbooks. We can conclude that the higher number of keywords the
LLM have to find in the textbook, the less trust to its output should there be. This note raises
a preliminary question about the effectiveness of end-to-end LLM-only solution to the problem
of education standard compliance, without the symbolic preprocessing which can significantly
reduce the number of keywords in the LLM input in an explainable and trusted manner.

It should be noted that in the LLM-based keyword recovery step we used the extracted text
versions of the textbooks (.txt format) rather than source forms of Word documents (.docx) as
the latter approach produced considerably more errors in the result.

Conclusion

The presented research tests application of classical symbolic NLP methods and LLM to
keyword extraction. The practical task addressed and employed is the terminological alignment
between educational standards and textbooks content. Within the neurosymbolic approach em-
ployed, we apply a hybrid methodology and combine symbolic methods for topic modeling of
5 Russian textbooks on Physics for 7Tth-graders. The pipeline is constituted of (1) keyword ex-
traction with tokenization, lemmatization, n-gram retrieval and bag of words methods for topic
modeling followed by (2) applying ChatGPT and qualitative analysis for items not found algo-
rithmically. Having applied the symbolic methods we evaluated a 71% mean coverage of standard
topics across all textbooks. Employment of LLMs resulted in recovery of 51% keywords initially
missed by the abovementioned methods.

The research results show that hybrid neurosymbolic approach performs adequately good for
the task of educational standard compliance analysis. The symbolic part of our algorithm finds
most of the keywords and terms from the standard, with its output being explainable without
manual post-check. Usage of LLM allows for additional recovery of keywords and terms as their
synonyms and descriptions, with mostly reliable output.

As the textbooks were published under different Federal State Educational Standards over
the period 2002-2019, the practical results are only partially applicable for educational and policy
making purposes, although offer a scalable tool to automate analysis of content compliance of
two sources, thus reducing the manual workload. Another limitation of the study is related to
the application of ChatGPT 5 only. Given the rapid progress of LLMs and obsolescence of earlier
models such as GPT2, in this study we used the most modern model, i.e., ChatGPT 5, and left
comparison of the results to be achieved by other LLMs with those obtained in this work as
a baseline for future studies. Another direction of future study is the experimental verification
of an end-to-end solution for the educational standard compliance analysis based only on LLM

with soft fine-tuning.
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Textbook: ID 81412
Standard: Physics 7th grade Basic
Mean coverage of standard topics: 79%

Standard topic: Topic 1

Keywords in topic: 35

Coverage: 69%

Found keywords (24, showing first 10):

Keyword (Ru) Keyword (En) Instances Frequency
1 | runoresa hypothesis 11 0.000193
2 | usmepenne measurement 19 0.000333
3 | Mmomesn model 8 0.000140
4 | mabsoneHue observation 14 0.000245
5 | HayKa science 11 0.000193
6 | mpupoma nature 27 0.000473
7 | TepmomeTp thermometer 4 0.000070
8 | dusuka physics 11 0.000193
9 | dusmvecknit BesuIUHA physical quantity 21 0.000368
10 | dusudeckuii _sBeHUE physical phenomenon 6 0.000105
Not found keywords (11):
Keyword (Ru) Keyword (En)

1 | maTumk TeMieparypa temperature sensor

2 | dousudeckuit mpeBpareHue physical transformation

3 | IOCTAaHOBKA _HAay4HBIM BOIPOC formulation scientific question

4 | KUIKOCTHBIN TEPMOMETD liquid thermometer

5 | ecTeCTBEHHOHAYYHBIN MeTOJ| IIO3HAHWE natural scientific _method cognition
6 | Hay4HBII BOIIpOC scientific _question

7 | dusmveckwnii pubop physical device

8 | oObsicHeHnEe HAOJIIONATE _sIBJIEHUE explanation observed phenomenon
9 | BBIABUKEHNE THUIOTE3a hypothesis proposal
10 | onucanue ¢dbusmdeckuil siBIeHHe description physical phenomenon
11 | xuMuyeckuii _npespaleHue chemical transformation

LLM-found keywords (4):

Keyword (Ru) Keyword (En)
1 | dusuueckuit npubop physical device
2 | BBIIBUYKEHHE THIIOTE3a hypothesis proposal
3 | onucanue buU3MYECKUil _sBJIEHUE description physical phenomenon
4 | obbscHenne HaOJ/IIONATH _siBJICHUE explanation observed phenomenon
Figure 5. Topic analysis results representation
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Textbook: 1D 81412

Standard: Physics 7th grade Basic
Terms in standard: 88
Coverage: 89%

Found terms (78, showing first 10):

Term (Ru) Term (En) Instances Frequency
1 | armocdepublii gaBienue atmospheric_ pressure 48 0.000841
2 | aTom atom 32 0.000561
3 | Bec weight 51 0.000894
4 | Becobl scales 8 0.000140
5 | B3amMoOzeicTBrIE TeJIo body interaction 1 0.000018
6 | BpeMd time 43 0.000754
7 | runoresa hypothesis 11 0.000193
8 | JlaBjeHue pressure 53 0.000929
9 | nBUKeHME motion 52 0.000911
10 | medbopmariust deformation 8 0.000140

Not found terms (10):

Term (Ru)

Term (En)

aArperaTHBIN _COCTOSIHUE _ BEITIECTBO
IIDABUJIO _PaBHOBECHE
00bEM _ BEIIECTBO

[PABIJIO _PABHOBECHE _pbIYar
XUMUYIECKUN _sIBJIEHUE
arperaTHbIl _ COCTOSTHIE
BBICOTOMED

JIACTUYECKHit _fiecpbopmariust

© 0 N O O = W N =~

IIpeBpanienue _N[eXaHI/I‘IeCKI/IfI_ dHEPIud

—
[en}

paBHOBecHe TBEDJBII _TeJIo

aggregate state matter
equilibrium_rule

substance _volume

lever equilibrium rule

chemical phenomenon

aggregate state

altimeter

plastic _deformation

transformation mechanical energy

equilibrium_solid body

LLM-found terms (6):

Term (Ru)

Term (En)

[IPABUJIO pABHOBECHE
00bEM _ BeIecTBO

[IPABUJIO _PABHOBECHE phIvar
XUMUYIECKUN _ SIBJICHUE

aneFaTHbeI_COCTOHHI/Ie

ST = W NN

paBHOBecHe TBEPJBII TeJlo

equilibrium _rule
substance volume

lever equilibrium rule
chemical phenomenon
aggregate state
equilibrium_ solid body

Figure 6. Term analysis results representation
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